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Abstract – Feature subset selection is considered as 
the most essential pre-processing step. Metaheuristic 
approaches may be employed to discover a solution to 
difficulties in feature selection, which can be viewed as 
an optimisation problem. The aim of the system is 
to provide a hybrid binary metaheuristic algorithm 
that combines gorilla troop optimisation and genetic 
algorithm to handle the feature selection issue 
effectively. This new method is called GTO-GA. To 
ensure that the optimisation technique converges fast 
and properly and to enhance the exploration process, 
the GA were used. The suggested technique is tested 
for stability and robustness using 16 medical datasets 
taken from the Kaggle and UCI repositories. To 
evaluate the chosen features’ performance in 
classification issues further. The results show that the 
algorithm outperforms 10 top-tier optimisation 
methods, including PSO, ALO, the original GTO and 
the SCA algorithm. The results highlighted the 
statistical difference, superiority and importance of the 
suggested feature selection strategies. 
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1. Introduction

Data mining is an umbrella phrase for the practice 
of semi-automatically exploring massive datasets for 
valuable patterns [1].  

It is an endeavour that involves finding patterns 
and rules in data, which is similar to the knowledge 
discovery process in statistical analysis or artificial 
intelligence (also known as machine learning) [2]. 

The accuracy and performance of the system are 
often negatively affected by high-dimensional 
datasets because of the challenge of dimensionality. 
Notably, classifying with high-dimensional features 
requires a large amount of time and difficult 
computations [3]. Feature selection (FS) can help 
with data that have a lot of dimensions. When 
dealing with high-dimensional datasets, feature 
selection becomes an essential part of data mining. 
As a standard procedure in machine learning, feature 
selection involves extracting subsets of data features 
for use by a learning algorithm. To increase machine 
learning performance, feature selection seeks to 
minimise the number of dimensions that contribute 
most to accuracy [4]. The optimal subset comprises 
these dimensions [4]. Wrapper, filter, and embedded 
models for feature selection approaches are the three 
main types [5]. Filter-based approaches are rankers. 
Features are ranked and assessed based on metrics 
that are directly extracted from the data without the 
need for predictors. Embedded techniques are an 
extension of the approach that works with linear 
classifiers, such as support vector machines (SVMs). 
The FS approach is a search issue. Several types of 
search algorithms can be used, including heuristic, 
probabilistic, exhaustive, and automated hybrid. A 
heuristic search for the best neighbour takes far less 
time and effort, but it only looks in one specific 
direction [5]. Heuristics are often used by a diverse 
group of computer scientists to solve practical 
challenges [9].  
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In addition, heuristics can effectively handle other 
features of big data, such as diversity and velocity. 
The two main requirements of a heuristic-based 
search strategy are the exploration and the 
exploitation strategy [6].  

The selection of qualities has been addressed 
using a variety of heuristics, and an overview of 
these methods is available in [7]. One of the most 
popular metaheuristics is the genetic algorithm (GA) 
[8]. The heuristic-based approaches that have been 
proposed are either population-based or single-based. 
The former involves simulated annealing [9], hill 
climbing [10], tabu search [11], and harmony search 
[12]. One of the main problems with hill climbing is 
that it frequently falls into local optima and is also 
highly sensitive to the initial solution. From the 
original mimetic algorithm [10] and genetic 
programming [13] to the bat algorithm [14] and ACO 
[15], every method has been employed in population-
based heuristics. For data-hard combinatorial 
optimisation issues, hybrid heuristic approaches have 
shown effectiveness. In addition, several methods use 
local based search algorithms as internal operators to 
strike a balance between intensification and diversity. 
Aggregation approaches, such as ACO with GA [17] 
and hybrids between GA and PSO [16] have also 
been suggested [18]. Moreover, in [19], the most 
current hybrid approaches have been proposed, such 
as the suggested combination of GA and PSO with 
the SVM as the classifier [20].  

For FS, no heuristic-based approach can 
guarantee a perfect solution. However, the current 
search space technique may be enhanced to acquire 
search areas with excellent performance. This work 
presented a novel hybrid approach called GTO-GA 
to improve the exploitation ability of the original 
GTO. It is based on a hybridisation of global search 
and local search algorithms and is the basis for most 
of the efforts to develop a predictive model. 

The remaining parts are structured as follows: 
Sections 2 and 3 provide a concise overview of the 
necessary algorithms for GA, GTO, and hybrid 
feature selection. Datasets, parameters, and 
experimental findings are reported in Section 5, 
whereas Section 4 thoroughly describes the basic 
motivation and recommended strategy of this study. 
The work, the primary success and the 
recommendations for future research projects are 
finally addressed in Section 6. 

 
2. Artificial Gorilla Troops Optimiser  

 
 The following explanation is the philosophy 

behind the adaptable GTO, which is a kind of 
metaheuristic algorithm. The GTO metaheuristic 
algorithm, which draws inspiration from the group 
behaviours of gorillas, is shown here. 

 It provides comprehensive mathematical 
algorithms for the exploration and exploitation 
phases [21]. Two crucial steps in this method, the 
exploration and exploitation stages are modelled after 
the way gorillas hunt for the optimal solution. In the 
exploratory phase, researchers discovered that 
gorillas follow the lead of a dominant male, called a 
silverback and that a gorilla sometimes opts to spend 
time alone instead of with the group. 

Separated gorillas may venture to different areas 
of the forest, where they can encounter other 
primates. Every gorilla is considered a potential 
solution by the algorithm. The one that performs 
optimally at each optimisation stage is referred to as 
a silverback gorilla. Each of the three primary 
processes used during the exploration phase—
relocation, exploration, and movement to a new site 
or closer to another gorilla is represented by equation 
(1), which elucidates these mechanisms [21]. 

 

 

𝐺𝑋(𝑡 + 1)  = �

(𝑈𝐵 − 𝐿𝐵) × 𝑟𝑖 + 𝐿𝐵,                                                                                𝑟𝑎𝑛𝑑 < 𝑝,
(𝑟2 − 𝐶) × 𝑋𝑟(𝑡) + 𝐿 × 𝐻,                                                                  𝑟𝑎𝑛𝑑 ≥ 0.5,
𝑋(𝑖) − 𝐿 × (𝐿 × �𝑋(𝑡) − 𝐺𝑋𝑟(𝑡) + 𝑟3 × �𝑋(𝑡) − 𝐺𝑋𝑟(𝑡)�� ,       𝑟𝑎𝑛𝑑 < 0.5,

  (1) 

 
Where, 𝐺𝑋(𝑡 +  1) is the new gorilla position, 

and 𝑋(𝑡) is the current position. Moreover ( 𝑟1, 𝑟2, 𝑟3 
) are random values ranging between  0 and 1, that 
update in each iteration. Finally, 𝐶, 𝐿 and 𝐻 are 
calculated using Equations (2), (3) and (4), 
respectively. 

 𝐶 =  𝐹 ×  (1 −  𝐼𝑡
𝑀𝑎𝑥𝐼𝑡

),                                (2) 
 𝐿 =  𝐶 ×  𝑙,                                                    (3) 
and                                                                                                                                
𝐻 =  𝑍 ×  𝑋(𝑡),                                              (4) 
  

Where ( 𝐼𝑡 ) is the current iteration, 𝑀𝑎𝑥𝐼𝑡 is the 
max iteration , and F is compute by cos(2 ×𝑟4) + 1.  

In equation (3), l is a random value and 𝐿 is used 
to simulate the silverback leadership. 𝑍 in equation 
(4) is a random value in the problem dimensions. 

Following the silverback and competing for adult 
females are two behaviours that emerge during the 
exploitation stage. Equation (5) is used to simulate 
this first behaviour and equation (6) is used to 
simulate the second.  

 



TEM Journal. Volume 13, Issue 4, pages 2715-2723, ISSN 2217-8309, DOI: 10.18421/TEM134-09, November 2024. 

TEM Journal – Volume 13 / Number  4 / 2024.                                                                                                                          2717 

Being the group's alpha male, the silverback 
gorilla makes all the critical decisions, plots the best 
routes, and directs the others to the most nutritious 
food.To ensure the safety and well-being of the 
group, all the gorillas submit to the silverback and 
follow his or her orders.  

The silverback gorilla may become weak and 
elderly, thus allowing the black gorilla to take over; 
alternatively, other gorillas may successfully 
challenge the silverback and assume leadership [21]. 

 
𝐺𝑋(𝑡 +  1)  =  𝐿 ×  𝑀 ×  (𝑋(𝑡)  −  𝑋𝑠𝑖𝑙𝑣𝑒𝑟𝑏𝑎𝑐𝑘)  +  𝑋(𝑡),                                (5) 

 
 

where 𝑋(𝑡) is the new gorilla location and 
𝑋𝑠𝑖𝑙𝑣𝑒𝑟𝑏𝑎𝑐𝑘 is the best solution (silverback location ).  
and 𝑀 is determined by 

 

(�
1
𝑁
� 𝐺𝑋𝑖(𝑡)

𝑁

𝐼=1
�
𝑔

)
1
𝑔 

 𝑔 is given by 2𝑙. 
 

𝐺𝑋(𝑖) = 𝑋𝑠𝑖𝑙𝑣𝑒𝑟𝑏𝑎𝑐𝑘− (𝑋𝑠𝑖𝑙𝑣𝑒𝑟𝑏𝑎𝑐𝑘 × 𝑄 −  𝑋(𝑡)  ×  𝑄)  ×  𝐴,                             (6) 
 
where 𝑋𝑠𝑖𝑙𝑣𝑒𝑟𝑏𝑎𝑐𝑘  is the best solution (silverback)  

and 𝑋(𝑡) is the current location of gorilla. 𝑄 is 
determined by 𝑄 =  2 ×  𝑟5 –  1.𝐴 coefficient to 
detect the degree of violence in conflicts is calculate 
using  𝛽 ×  𝐸, where 𝐸 is given by { 𝑁1, rand ≥ 5, 
𝑁2, rand ≤ 5} [21]. 

 
3. Genetic Algorithm  

 
According to Holland and Goldberg, GAs were 

first described in the 1960s [22]. A GA, or a 
randomised global search, attempts to find solutions 
to problems by modelling them after evolutionary 
processes. Natural selection drives the GA to always 
seek improved solutions, disregarding assumptions 
such as continuity and unimodality, to reproduce and 
thrive. The GA generates a population of candidate 
solutions and has been effectively used to solve 
several complicated optimisation problems. Thus, the 
approach demonstrates its superiority over traditional 
optimisation approaches, particularly in cases when 
the system being studied contains multiple locally 
optimal solutions. In most cases, a chromosome is 
used to encode each answer as a binary string. Once 
a chromosome has been decoded, its fitness is 
assessed using a performance function. After the test, 
a biased roulette wheel is used to pick a couple of the 
best chromosomes at random to undertake natural-
looking genetic operations, such as mutation and 
crossover.  

This evolutionary process will continue until the 
stopping requirements are met, at which point the 
stronger chromosomes from the next generation will 
supersede the weaker ones [22]. 

 
 
 
 
 

4. Methodology 
 

This section presents the design of the proposed 
hybrid algorithm, which includes the steps for 
initialization, population generation, and fitness 
evaluation. The implementation details, such as 
pseudocode and parameter configurations, are also 
included. 

 
4.1.  Proposed Mode 

 
Feature subset selection uses the GTO to 

categorise issues using the wrapper-based mode. The 
feature subset selection strategy in the wrapper-based 
methodology is based on a few optimising 
algorithms. Moreover, it uses the classification 
approach as evidence. The GTO population is 
thought of as a binary bound of dimension in a binary 
search issue. A binary version of GTO should be 
sophisticated when utilised as a feature subset 
selection strategy. It is assumed that the dataset’s 
dimensions are directly proportional to the length of 
the one-dimensional vector that represents each 
population solution. One or zero represents each 
vector cell: with a value of 1, the matching attribute 
is selected; with a value of 0, it is ignored. 

For the classification task in this article, employed 
KNN algorithm with (k = 3). KNN is non parametric 
approach can find the best answers based on 
Euclidean a distance equation, which is one of the 
simplest supervised learning approaches [23]. Each, 
native GTO, ALO and PSO position’s search agents 
are evaluated using the fitness function in Eq. (7), 
which aims to obtain high classification accuracy 
with minimum number of selected features in each 
iteration: 
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𝐹 = 𝛼 ∗ 𝐸𝑅𝑅(𝐷) + 𝛽 |𝐿|
|𝑇|

,              (7) 
 
where ERR(D) is error rate , |L| is the length , |T| 

is the total number of features ,α and β are  constant 
parameters respectively,  α be between 0 and 1, and β 
= 1–α adopted by [23]. 

 

 
 
The two main steps of the GTO algorithm, which 

is based on how gorillas look for the optimal answer, 
are the exploration and exploitation stages. Each 
gorilla in the algorithm symbolizes a potential 
solution. The gorilla who demonstrates the highest 
level of performance at each step of optimization is 
referred to as the silverback gorilla. Throughout the 
exploration phase, the silverback gorilla undergoes 
two pivotal stages in which the genetic algorithm is 
employed to guarantee the improvement and 
optimization of the answer. The mutation function 
serves as an internal function used by the GTO 
algorithm to enhance exploration capabilities. 

 To avoid local minima and keep diversity high, 
the GTO incorporates a mutation operator that 
prevents population members from being too similar 
to one another. This operator allows the GTO to 
explore various locations. An amplification weight 
factor, also known as a mutation rate, is user defined 
and controls the mutation operation. This factor lies 
between 1 and 0. A typical issue in this area is 
determining the ideal mutation rate, which should 
remain low. Meanwhile, a high number for this rate 
will cause the search to diverge into a random one. 
Hence, the algorithm cannot converge to an optimal 
answer. 

The proposed crossover is utilised as an internal 
agent within the GTO algorithm to improve the 
exploration ability. To improve the worst solution 
selected by the GTO algorithm, the crossover agent 
recombines the worst solution with the best one 
acquired from earlier iterations by employing three 
crucial formulas: single, double and uniform. The 
formula that works best is selected based on the 
roulette. When using wrapper-based mode for issue 
classification, the GTO is employed in a feature 
subset selection. The feature subset selection strategy 
in the wrapper-based methodology is based on a few 
optimising algorithms, and it uses the classification 
approach as evidence. The GTO population is 
thought of as a dimensionality that is bound in a 
binary search issue. An advanced binary version of 
the GTO is required when using the algorithm as a 
feature subset selection strategy. 

 
5.  Experimental Results and Discussion 
 
     This section discusses the results achieved 
through the utilization of the wrapper based pattern. 
Subsequently, the performance of the proposed 
method is evaluated on different 16 medical datasets, 
offering valuable insights into its performance. The 
detailed evaluations and comparisons with other FS 
approaches will be presented in the following 
section. 
 
5.1.  Datasets and Parameters  

 
Sixteen benchmark dataset from the Kaggle and 

UCI Machine Learning repositories were used to 
assess the efficacy of the suggested methods [24]. 
Given that GTO-GA is a population-based method, it 
is assumed that every member of the population 
stands in for a feature index vector. Only the most 
exceptional person and its fitness were retained in the 
basic GTO-GA after each iteration were evaluated 
the remaining solutions based on the quality of the 
feature set.  

 

INPUT: max iteration ,Search agent number, 
upper bound (ub), lower bound (lb), dataset 
dimension, , and parameters β and p 
OUTPUT: best vector with optimal 20 solutions, 
The position of Gorilla and its cost value 
For q=1 to 20  
  Initialise the first population Xi (i = 1, 
2, …, N) 

   compute the cost value for all current 
position . 
  while (condition) do 

      Update the (C) using Equ. (2) 
    Update the (L) using Equ.(3) 
for (each Gorilla (Xi)) do 
  Update the position Gorilla using Equ (1) 
  Update the search space of current position 
using proposed mutation Agent. 
end for 
  compute the cost value of Gorilla 
  if (GX is better than X) , replace them 
    Set (X silverback) as the best location 
for (each_Gorilla (Xi)) do 
  if (|C| >= one) then 
    Update the current position using Equ. 
(5) 
  Else 
    Update the current position using Equ. 
(6) 
  End if 
  Update best current position using proposed 
crossover agent. 
end for 
 compute the objective value of new position 
 if New Solution are better than previous 
solutions, replace them 
 Set (Xsilverback) as the position of 
silverback (best location) 

end while 
Return (XBestGorilla), (bestobjective value) 
End For 
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This research contrasted the findings with native 
(GTO) and other algorithms, specifically PSO and 
ALO, to extract the best features from the whole 
datasets and demonstrate the performance of all the 
approaches. Table 2 presents a summary of all the 
parameters. 

 
   Table 1. Description of all utilize datasets 
 

Dataset Feature 
number 

Instances number 

Breast_cancer 9 699 
Breast_EW 30 699 
Colon 2001 62 
fetal_health 21 2126 
Heart_EW 13 270 
Heart Failure 13 271 
Ionosphere_EW 34 351 
Leukaemia 7130 28 
Lymphography 19 148 
Brain Tumour 7466 36 
Prostate_Cancer 9 100 
SonarEW 60 208 
SpectEW 22 267 
Stroke 11 110 
Lung cancer 57 32 

Hepatitis C 13 615 
 
   Table 2. Parameters setting  
 

Parameters Value 

Repetitions of runs 20 

Iteration number 100 

No.of search agent  5 

Dimension attributes number 

Domain reang 0 ,1 

α  0.01 

β  1-α 

Mutation rate 0.05 
 

 
 
 
 

A training dataset was used to fit the subset 
selection approach. In addition, a validation set was 
used to infer prediction error, and a testing dataset 
was used to evaluate the final model fairly. 

 All datasets were divided into these three equal 
portions. The various optimisation approaches were 
compared with the suggested GTO-based strategy 
and utilised the following indicators to find the best 
one. Average selection size, Best, worst, mean, and 
standard deviation equation, these are represented as 
the following equations: 

 
Bestfit = 𝑚𝑖𝑛𝑖𝑀  = 1𝑔∗𝑖 ,                                     (8) 
Meanfit = 1

M
∑ g∗iM
i=1                                                (9) 

Worstfit = 𝑚𝑎𝑥𝑖𝑀 = 1𝑔∗𝑖                                     (10) 

Std = � 1
M−1

∑(𝑔∗𝑖 −  mean)2                              (11)  

AVGselectionSIZE = 1
M
∑ size�g∗i �       

D
M
i=1             (12) 

 
According to the suggested method, GTO-GA 

functions as an internal operator by incorporating a 
mutation operator into GTO., statistically (best, 
worst, mean) fitness, classification accuracy, average 
selection size and standard deviation (std) were the 
assessment criteria used to compare GTO-GA to the 
native GTO and other feature selection approaches, 
such as ALO and PSO. The MATLAB framework 
were used to calculate all of the findings from the 
assessment criteria with an average of 20 runs. Two 
goals, classification accuracy and average selected 
size were used to evaluate the performance of GTO-
GA to that of native GTO. Table 3 shows that the 
hybrid mutation agent with in GTO performs much 
better than the native GTO when comparing the 
classification accuracy and the number of the 
selected features. In terms of classification accuracy, 
GTO-GA outperforms the original GTO across all 
datasets. Over a wide range of datasets, GTO-GA 
also achieves better results than the original GTO 
with regard to the average selected features. The 
performance of GTO-GA was also compared with 
that of PSO and ALO, which are two other relevant 
techniques from the literature. The accuracy 
performance when utilising entire features is lower 
than when using the suggested methods to select 
optimal features, as shown in Table 3. On every 
dataset, GTO-GA beats all other optimisers. 
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Table 3. Comparison and classification accuracy of proposed approach and other approaches in literature. 
 

Medical Datasets GTO GTO_GA SCA ALO PSO 
breast-cancer 0.923509 0.939298 0.926316 0.922105 0.917895 
BreastEW 0.942807 0.958070 0.942281 0.939649 0.930877 
Colon 0.740323 0.772581 0.735484 0.730645 0.695161 
fetal_health 0.892897 0.906773 0.894309 0.891110 0.887770 
HeartEW 0.792963 0.828889 0.801852 0.792963 0.754074 
Heart Failure 0.776000 0.832333 0.773000 0.773667 0.687333 
IonosphereEW 0.880398 0.905682 0.878693 0.877557 0.853693 
Leukaemia 0.894444 0.912500 0.890278 0.886111 0.865278 
Lymphography 0.802134 0.856081 0.784996 0.782275 0.745946 
Brain Tumour 0.952778 0.961333 0.950000 0.952778 0.925000 
Prostate_Cancer 0.773000 0.811000 0.785000 0.780000 0.738000 
SonarEW 0.858173 0.906731 0.851442 0.844712 0.836538 
SpectEW 0.792537 0.838060 0.803731 0.783955 0.773134 
Stroke 0.933386 0.943033 0.925714 0.930372 0.917417 
Lung cancer  0.859375 0.937500 0.862500 0.862500 0.740625 
Hepatitis C 0.920130 0.930195 0.921591 0.918344 0.918344 

 
Summary findings from the best, worst, and mean 

measurements for all datasets and all 20 approach 
runs are shown in Tables 4. Various FS approaches, 
including native GTO, were contrasted with the 
GTO-GA approach. On every dataset, GTO-GA 
achieved better results than native GTO, ALO and 
PSO according to statistical best, mean, and worst 
criteria.  

Across all datasets, the suggested method 
achieved the lowest values. Table 5, which displays 
the average selected size, shows that GTO-GA 
outperforms the other methods across 14 datasets. 
Table 6 shows that across 11 datasets, GTO-GA 
outperforms other methods in terms of the average 
selected size. 

  
 
Table 4. Statistical best, worst, and mean fitness results 
 

Medical Datasets Statistical 
Fitness 

GTO GTO_GA SCA ALO PSO 

 
breast-cancer 

best 0.052825 0.047158 0.051825 0.062579 0.053632 
worst 0.102789 0.086035 0.099123 0.102596 0.099316 
mean 0.081743 0.063361 0.078981 0.083116 0.080394 

 
BreastEW 

best 0.046211 0.029982 0.049158 0.055158 0.045877 
worst 0.084895 0.056965 0.076947 0.081088 0.081421 
mean 0.063871 0.047527 0.063859 0.066714 0.063083 

 
Colon 

best 0.132852 0.100391 0.132737 0.164747 0.164547 
worst 0.422541 0.387786 0.420146 0.420266 0.451947 
mean 0.262547 0.229726 0.267152 0.271872 0.263627 

 
fetal_health 

best 0.084525 0.072987 0.094182 0.096113 0.093251 
worst 0.138886 0.114759 0.133229 0.129641 0.129072 
mean 0.112182 0.096369 0.110935 0.113601 0.110569 

 
HeartEW 

best 0.177128 0.137385 0.167487 0.157077 0.162462 
worst 0.259333 0.219590 0.252000 0.259333 0.275949 
mean 0.213236 0.176554 0.203590 0.212121 0.220074 

 
Heart Failure 

best 0.162567 0.114700 0.161733 0.162567 0.162567 
worst 0.334167 0.219467 0.349033 0.270667 0.335000 
mean 0.226843 0.169032 0.230147 0.229278 0.210020 

 
IonosphereEW 

best 0.092316 0.062721 0.089375 0.077831 0.079890 
worst 0.173750 0.158934 0.182941 0.173162 0.173750 
mean 0.124406 0.098846 0.125550 0.127072 0.128445 

 
Leukaemia 

best 0.032457 0.032191 0.059863 0.032572 0.032442 
worst 0.172488 0.170431 0.197440 0.197501 0.170047 
mean 0.110091 0.091590 0.113704 0.117718 0.112361 

 
Lymphography 

best 0.151051 0.089159 0.152718 0.103093 0.153273 
worst 0.272568 0.206787 0.285390 0.277012 0.260300 
mean 0.201804 0.148813 0.218743 0.222687 0.211243 
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Brain Tumour 

best 0.004836 0.004622 0.004910 0.004931 0.004892 
worst 0.169970 0.115770 0.169960 0.169959 0.170013 
mean 0.051698 0.045993 0.054441 0.051965 0.054574 

 
Prostate_Cancer 

best 0.141100 0.139850 0.141100 0.162150 0.142350 
worst 0.320550 0.259900 0.284700 0.341600 0.323050 
mean 0.229418 0.189735 0.217913 0.223112 0.215808 

 
SonarEW 

best 0.104192 0.073801 0.110045 0.110212 0.112545 
worst 0.179179 0.130083 0.223609 0.225276 0.203571 
mean 0.147042 0.099162 0.153005 0.160452 0.145757 

 
SpectEW 

best 0.157877 0.122300 0.145373 0.179925 0.154579 
worst 0.256194 0.227551 0.251079 0.275516 0.265855 
mean 0.210684 0.165935 0.199874 0.219793 0.203034 

 
Stroke 

best 0.049659 0.044397 0.051759 0.048659 0.051759 
worst 0.085045 0.080395 0.085432 0.087082 0.086757 
mean 0.069548 0.058747 0.078193 0.073182 0.069506 

 
Lung cancer 

best 0.066696 0.002500 0.065446 0.065804 0.004107 
worst 0.254643 0.128929 0.252321 0.252321 0.252500 
mean 0.145237 0.065982 0.141313 0.141107 0.144692 

 
Hepatitis C 

best 0.061310 0.057262 0.069405 0.072500 0.066905 
worst 0.108810 0.095000 0.112738 0.119286 0.118452 
mean 0.086571 0.074440 0.085625 0.088548 0.085202 

 
Table 5. Average selected size for the different approaches 
 

Medical 
Datasets 

GTO GTO_GA SCA ALO PSO 

breast-cancer 0.601667 0.326667 0.603333 0.600000 0.765000 
BreastEW 0.725000 0.601667 0.671667 0.696667 0.855000 
Colon 0.546600 0.458100 0.528125 0.521025 0.712425 
fetal_health 0.615000 0.407500 0.630000 0.580000 0.767500 
HeartEW 0.826923 0.715385 0.742308 0.715385 0.811538 
Heart Failure 0.508333 0.304167 0.541667 0.520833 0.762500 
IonosphereEW 0.600000 0.547059 0.545588 0.585294 0.836765 
Leukaemia 0.559139 0.496451 0.507904 0.496774 0.731140 
Lymphography 0.591667 0.633333 0.588889 0.713889 0.805556 
Brain Tumour 0.494762 0.474253 0.494052 0.521507 0.703664 
Prostate_Cancer 0.468750 0.262500 0.506250 0.531250 0.712500 
SonarEW 0.663333 0.682500 0.593333 0.671667 0.748333 
SpectEW 0.529545 0.561364 0.556818 0.590909 0.759091 
Stroke 0.360000 0.235000 0.465000 0.425000 0.675000 
Lung cancer 0.601786 0.410714 0.518750 0.498214 0.771429 
Hepatitis C 0.750000 0.533333 0.800000 0.770833 0.837500 

 
Table 6. Standard deviation for the different approaches 

 

Medical Datasets GTO GTO_GA SCA ALO PSO 
breast-cancer 0.012901 0.011252 0.012314 0.011624 0.012510 
BreastEW 0.011184 0.006493 0.007024 0.007357 0.009350 
Colon 0.085653 0.085078 0.081765 0.081505 0.085975 
fetal_health 0.013738 0.009041 0.010288 0.010169 0.008977 
HeartEW 0.021339 0.021443 0.024696 0.025271 0.028031 
Heart Failure 0.043403 0.023437 0.048374 0.031349 0.040711 
IonosphereEW 0.024534 0.024608 0.026135 0.028166 0.024152 
Leukaemia 0.038785 0.039290 0.042310 0.043594 0.045327 
Lymphography 0.035564 0.030694 0.030784 0.042511 0.031236 
Brain Tumour 0.040993 0.030408 0.043346 0.041052 0.043389 
Prostate_Cancer 0.049740 0.036161 0.046037 0.045355 0.051807 
SonarEW 0.019584 0.018443 0.027244 0.029740 0.026639 
SpectEW 0.029091 0.028721 0.029936 0.029936 0.030297 
Stroke 0.013685 0.013050 0.008699 0.013694 0.011110 
Lung cancer 0.059504 0.039917 0.065153 0.062159 0.076804 
Hepatitis C 0.010775 0.009911 0.011623 0.012629 0.011820 
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For this study, three massive high-dimensional 
datasets were drawn: Colon (2001 features), 
Leukaemia (7130 features) and Brain Tumour (7466 
features). The GTO-GA method outperforms 
competing FS algorithms according to results from 
several metrics. Regarding the solution found in the 
standard deviation, this strategy is likewise more 
superior than native GTO, PSO, and ALO. In 
general, the final findings show that the GTO-GA 
model significantly improves the performance of the 
original GTO. In addition to enhancing exploration 
capabilities in SSA, GTO-GA investment prevents 
population similarity, which means that this approach 
can avoid local minima. The results demonstrate that 
GTO-GA can successfully identify search spaces 
with high-performance areas. 
 
6. Conclusion 

 
The goal of this study was to improve 

classification accuracy by using all dataset 
characteristics and to utilise the GTO to minimise 
dimensionality by picking an ideal feature subset 
based on specified parameters. To address the FS 
issue in data mining activities, GTO was used in a 
wrapper-based manner. The native GTO and 
additional feature selection modes, such as ALO and 
PSO, were pitted against the suggested GTO-GA 
method using standard evaluation metrics. All of the 
characteristics that were considered demonstrated 
that SSA-GTO performed exceptionally well. The 
suggested method enhanced the exploration potential 
inside GTO while preserving variety. GTO can be 
used in the future as a filter approach or combined 
with single based algorithm such as SA. 
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