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Abstract – This paper comprehensively analyzes data 
mining techniques and performance metrics applied to 
a logistic regression model. Principal Component 
Analysis (PCA) was utilized to diminish the complexity 
of high-dimensional data, enabling clearer 
visualization and examination of intricate relationships 
among variables. The logistic regression model 
demonstrated commendable performance on both test 
and train sets, as evidenced by high values of accuracy, 
precision, recall, ROC AUC, and F1 Score were 
observed. The provided confusion matrices offered 
detailed insights into the model's accuracy in 
classifying positive and negative instances. Concerning 
our hypotheses, we found no significant relationship 
between gender and academic performance, supported 
by a highly significant p-value of 0.0 and a weak 
positive correlation coefficient of 0.0847. However, we 
noticed a strong positive correlation of 0.99 between 
gender and exam characteristics, although it has not 
reached statistical significance for a p-value of 0.281. 
Our research contributes valuable insights into data 
analysis, model evaluation, and the interplay between 
variables.  
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The findings can inform decision-making in real-
world applications and warrant further investigation 
of identified relationships to enhance practical 
implications. Future studies should consider exploring 
additional factors, such as the subject of study, 
semester, and study year, to further understand their 
impact on student performance. 
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performance metrics. 

1. Introduction

A system is defined as a set of objects between 
which there is a certain connection and exchange of 
information and through which it realizes a certain 
function [1]. Thus, the system represents a functional 
set of objects and links between them. Objects and 
their interrelationships are described by properties 
called features or attributes. Systems can be diverse 
that depends on the things that make up the system 
and the function that the system performs [2]. 

One extremely complex system is the university. 
Such complex systems represent a set of subsystems, 
each with a specific function. The university is one 
system, while the faculties represent a separate 
subsystem within that system [3]. The system size 
depends on the number and size of the objects it 
contains. Each system is separated from the outside, 
which is called the environment of the system. The 
system can be completely closed about its 
environment. On the other hand, most systems 
communicate with the environment. 

The technical and personnel specifications of the 
information system are precisely defined. The 
technical specification refers to the scope of the 
system, required equipment, and software for 
managing processes within the system, the size and 
number of implemented databases, and the like.  
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The personnel specification includes the number of 
trained personnel required to handle, maintain, and 
use the information system [4]. 

The information system is viewed as a processing 
process based on input-generating output data [5]. 
Bringing input data and taking output data from the 
system is achieved using "data flows". Data flows in 
the university information system (UIS) are grades, 
teaching materials, printed documents, messages, 
electronic documents, etc. [6]. User interfaces are 
web and mobile data sources and sinks. These 
objects outside the information system communicate 
with the system by sending or receiving information. 

Data stores are deferred or accumulated streams of 
data. Users' demographic data includes various 
records, archives, or files [7]. Data flow diagrams 
show the interface or storage connection as data 
sources/sinks, with corresponding processes, and the 
interconnection of processes. The diagram at the 
highest level of abstraction represents the 
information system as one approach that 
communicates with the environment through 
interfaces and data flows [8]. Lower-level diagrams 
are obtained by decomposing the highest-level 
diagram. Decomposition is the breaking down of the 
basic process into parts, i.e., sub-processes. 

1.1.  University Information System at International 
Vision University 

The Information System at International Vision 
University (IVU) serves as a vital platform for 
facilitating coherent connections between users 
through information exchange [6]. The UIS plays a 
pivotal role in supporting the higher education 
process. As a supporting system, UIS is more 
comprehensive and is developed to support the 
education process and close the weak points in the 
University. Academic Information System (AIS), 
Student Service (SS), and the university's database 
are interweaved within UIS, ensuring a cohesive and 
comprehensive system, shown in Figure 1. With its 
user-friendly approach and robust security measures, 
UIS remains a valuable asset in the university's 
pursuit of success. The general features of UIS are: 

Data/Log Processing: UIS efficiently handles 
record storage and various data processing functions. 

Integrated Database: Utilizing an integrated 
database, UIS supports and extends functionalities 
across different areas. 

Access to Timely Information: UIS empowers 
operational, tactical, and strategic level managers 
with easy and timely access to essential information. 

Flexibility: Designed to adapt to the University's 
evolving needs, UIS remains flexible and responsive. 

Security: UIS maintains strict access control 
ensuring only authorized persons can access sensitive 
information. 

User-Friendly Accessibility: UIS is designed for 
ease of use, ensuring effortless accessibility to 
authorized personnel. 

Figure 1. Information system architecture at 
International Vision University 

2. Related Works

Information and Communication Technology 
(ICT) systems have a pivotal role in improving the 
overall student learning experience within higher 
education institutions. These systems effectively 
capture data from various sources, thereby improving 
relevance, efficiency, and overall effectiveness in 
educational settings [9]. In a parallel vein, the 
implementation of Outcome Based Education (OBE) 
information systems has demonstrated significant 
promise in measuring and improving student learning 
outcomes. Safiudin et al. emphasize the positive 
impact of such systems on academic quality and 
student achievement, particularly in college study 
programs [10]. The development of web-based OBE 
information systems signifies a step forward in 
aligning educational practices with desired learning 
outcomes [11]. 

Academic analytics, utilizing student data, emerges 
as a potent tool for predicting academic performance 
and identifying crucial predictor variables. The 
modeling of engineering student academic 
performance through academic analytics provides 
insights into the predictive capabilities of this 
methodology [12]. 

Innovative pedagogical approaches, such as those 
implemented by Unicorn College in Prague, Czech 
Republic, demonstrate the transformative potential of 
interactive technologies. Beranek, Bory, and Vacek 
[13] outline the utilization of interactive textbooks, 
podcasts, and Nearpod software applications to 
support student learning, demonstrating a 
commitment to improving learning outcomes through 
diverse and engaging tools. 
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Holderied [14] explores the intersection of 
interactive technologies and active learning 
strategies, specifically in the context of information 
literacy classes. The integration of these methods has 
been demonstrated to boost student engagement and, 
consequently, enhance learning outcomes. The 
research emphasizes the importance of dynamic 
instructional design in fostering effective library 
instruction. 

Data mining applications in educational settings 
emerge as a powerful mechanism for improving the 
student learning experience. Abdous, He, and Yen 
[15] illustrate how data mining techniques can 
analyze learning patterns, interactions, and live video 
streaming environments to provide valuable insights. 
Such insights enhance the learning experience's 
overall quality and refine educational strategies.  

eCamp, a visual knowledge discovery system, adds 
a novel dimension to student progression analysis. 
Raji et al. [16] introduce a system that reveals 
previously unavailable information, aiding in student 
outcomes, retention efforts, and curriculum design. 
The visual representation of student records data 
proves instrumental in offering a comprehensive 
understanding of student progress. 

Acknowledging the heterogeneity among students 
in constructing predictive models emerges as a 
crucial consideration for improving performance and 
identifying vulnerable students more precisely. Helal 
et al. advocate for the incorporation of rule-based 
and tree-based methods in predictive modeling, 
emphasizing the interpretability and effectiveness of 
such models in predicting academic performance 
[17]. 

Researchers extensively explore student attitudes, 
learning experiences, and success enhancement 
across educational settings [18], [19]. Harrell and 
Bower's study [20] identifies key factors for student 
success in online courses, guiding strategies crucial 
for engagement, retention, and degree completion. 
Address challenges in college readiness for minority 
students in mathematics, offering insights for 
targeted interventions [21]. 

In higher education, Hu, McCormick, and 
Gonyea's research [22] on student learning and 
persistence contributes significantly to understanding 
factors supporting students' academic journey. 
Digital technologies in distance learning [23], [24], 
effective online learning strategies [25], and 
comparative analyses [26] enhance outcomes and 
forecast student success. 

Studies on factors influencing students' preference 
for online learning [25] and assessing open-source 
learning management systems [27] provide valuable 
insights. Student satisfaction in transnational higher 
education informs practices for international settings 
[28]. 

Digital technologies significantly impact student 
learning experiences and academic achievement [29]. 
Cultivating digital competencies is crucial for student 
success [30], contributing to ongoing efforts for 
academic excellence. 

The importance of academic information systems 
is stressed, supported by Mbaeze, Ukwandu, and 
Anudu's study [29] linking ICT adoption to academic 
performance. Wu, Lin, and Tsai's [31] predictive 
model aligns with the broader context of improving 
academic performance. The study on Finnish eighth 
graders' aspirations [32] and the examination of 
digital technology risks [33] contribute to 
understanding factors influencing educational 
outcomes, aligning with Fobel and Kolleck's [34] 
study on cultural education disparities in Germany.  
 
3. Data and Methodology 

 
In this section, we delineate the core components 

of our study, offering a clear overview of our 
research objectives, hypotheses, algorithms utilized, 
evaluation metrics, research methodology, and the 
dataset employed for analysis. 

Aim of the study 
This study aims to leverage machine learning 

algorithms to analyze and assess data from the UIS, 
extracting valuable insights and enabling data-driven 
decision-making to enhance various facets of the 
university's operations and student outcomes. By 
scrutinizing data from the UIS through machine 
learning algorithms, this study harnesses the potential 
of data analytics to propel evidence-based decision-
making, augment student success, and optimize 
diverse facets of university operations. 

Hypothesis 
This research study examines the correlation 

between the UIS and students' academic performance 
and behavior. We hypothesize that UIS plays a 
significant role in shaping students' performance and 
behavior, particularly concerning their gender. 
Through the utilization of machine learning 
algorithms, our objective is to extract valuable 
insights into the influence of UIS on students' 
academic outcomes and behavioral patterns. 

Hypothesis 1: 
Our first hypothesis aims to investigate the 

association between students' academic performance 
and their gender. 

H0: There exists a noteworthy correlation 
between academic performance and gender. 

Ha: There is no notable correlation between 
academic performance and gender. 

Utilizing the comprehensive dataset from UIS, we 
will conduct statistical tests, including Chi-square 
and Pearson correlation, to explore the potential link 
between UIS usage and students' academic 
achievements.  
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By making this analysis, we seek to identify 
whether UIS usage has a discernible influence on 
students' academic success and whether gender plays 
a significant role in this relationship. 

Hypothesis 2: 
Our second hypothesis delves into understanding 

distinct behavior patterns among students based on 
various exam characteristics, such as colloquium, 
student status (full-time/part-time), seminary 
attendance, engagement in other activities, final 
exams, and make-up exams.  

H0: There is notable correlation between exam 
characteristics and gender. 

Ha: There is no notable correlation between 
exam characteristics and gender. 

Additionally, we investigate how gender interacts 
with these exam characteristics. Employing advanced 
machine learning algorithms on the UIS data, we aim 
to reveal meaningful insights into how UIS usage 
may impact students' behavior patterns differently 
across genders. 

Algorithms 
In the study, principal component analysis and 

logistic regression machine learning algorithms were 
used, and the details of these algorithms are given in 
the following two sections. 

3.1.  Principal Component Analysis 

Principal component analysis (PCA) is a robust 
and commonly employed statistical method that is 
fundamental to data analysis and dimensionality 
reduction. At its core, PCA seeks to reduce the 
dimensionality of a high-dimensional dataset into a 
lower-dimensional space, thereby preserving the 
maximum variance in the original data. By doing so, 
PCA facilitates the representation of complex 
datasets in a more manageable and interpretable 
manner, enabling efficient computation and 
insightful visualization. The main goal of PCA is to 
identify principal components, which are orthogonal 
vectors that capture the directions of maximum 
variance within the data [35].  Through this process, 
PCA enables the reduction of the dataset's 
dimensionality by selecting a subset of the most 
informative principal components while still 
preserving a significant portion of the original data's 
variance. Consequently, PCA aids in simplifying 
complex datasets, making them amenable to further 
analysis and interpretation. PCA involves projecting 
the features onto a reduced representation. Given a 
training set comprising 𝑛 training examples denoted 
as 𝑋 =  {𝑥1, 𝑥2, . . . , 𝑥𝑛}, PCA generates principal 
components 𝑃𝑘 that serve as linear combinations of 
the original features 𝑋 [36]. This can be written as 

𝑃𝑘 = 𝑎𝑘1𝑥1 + 𝑎𝑘2𝑥2 + ⋯ . +𝑎𝑘𝑛𝑥𝑛 
where ∑ 𝑎𝑘𝑖

2𝑛
𝑖=1 = 1 (1) 

3.2.  Logistic Regression 

Logistic Regression is a fundamental and 
extensively employed statistical technique that holds 
a prominent place in the field of predictive modeling 
and binary classification [37]. Logistic regression 
primary objective is to establish a model that 
characterizes the relationship between a binary 
variable and one or more independent predictors, 
often referred to as predictors or features. The 
dependent variable, typically represented as a binary 
outcome, is transformed using the logistic function, 
which maps continuous values into the range of 
[0,1]. This transformation allows logistic regression 
to estimate the probability of an event occurring, 
making it well-suited for binary classification tasks. 

The sigmoid function also known as a logistic 
function, is defined as follows: 

𝑃(𝑦 = 1) =
1

1 + 𝑒−𝑧
(2) 

where 𝑃(𝑦 = 1) is probability of the positive 
outcome (e.g., class 1), and 𝑧 is a linear combination 
of independent variables and their respective 
coefficients: 

𝑧 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯+ 𝛽𝑛𝑥𝑛, (3) 

Here, 𝛽0, 𝛽2, … , 𝛽𝑛 are the coefficients, also known 
as weights, estimated through a process called 
maximum likelihood estimation, aiming to discover 
the optimal model that maximizes the observed data 
probability. 

The logistic regression model allows for the 
interpretation of the relationship between the 
independent variables and the probability of a 
positive outcome. By analyzing the coefficients, one 
can determine the direction and strength of the 
impact each predictor has on the outcome. 
Additionally, logistic regression provides a valuable 
tool for understanding the statistical significance of 
each predictor, aiding in feature selection and model 
refinement [38]. 

3.3.  Evaluation Metrics 

The performance of each model has been assessed 
using numerous metrics, such as accuracy, precision, 
recall, and the F1 score, supplemented by the 
utilization of the confusion matrix [39]. 

The confusion matrix serves as an essential 
instrument for verifying the performance of a 
classification model. It is a 2x2 matrix representing 
the true and predicted classes. In this study, since we 
are working with a dataset consisting of two classes, 
the confusion matrix takes the form shown in Table 
1.
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Table 1. Confusion matrix 

Confusion Matrix True Class 
Positive Negative 

Predicted 
Class 

Positive TP FP 
Negative FN TN 

Accuracy: The metric measures of the accuracy 
measure the ratio of correct predictions (True 
Positives (TP) and True Negatives (TN)) to the total 
samples evaluated (TP, TN, False Positives (FP), and 
False Negatives (FN)). The formula for accuracy is 
represented as: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
(4 ) 

Precision: The ratio of TP to the sum of TP and 
FP is precision. It indicates the model's capacity to 
recognize positive instances accurately. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝐹𝑃 + 𝑇𝑃
 (5 ) 

Recall: The model's sensitivity or true positive rate 
is the ratio of TP to the sum of TP, and FN is called 
recall. It assesses the model's capability to capture all 
positive instances. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(6 ) 

F1 Score: Precision and recall harmonic mean 
represents the F1 score of the model. It offers a 
balanced measure between precision and recall, 
proving useful particularly when there is an uneven 
class distribution. 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

(7) 

3.4.  Data Set 

The data set comprises demographic information, 
academic performance, exam characteristics, 
department, semester, subject code and realized 
traffic of students in UIS user interface with a total of 
27,271 individuals. Of these, 10,801 are identified as 
female, while 17,470 are identified as male. The 
detail of the dataset by attribute gender and grade is 
given in Table 3. 

The data collection process includes two main 
steps. Firstly, the administrator extracts data directly 
from the MS-SQL server in the form of a .csv file.  

Secondly, data related to student activities and 
traffic on UIS are downloaded from Microsoft Portal 
365. To consolidate and correlate the information, 
the admin uses the email of each student as the 
primary key, facilitating the joining of the two 
datasets from MS-SQL and Microsoft Portal 365. 
This approach ensures a comprehensive and unified 
dataset for further analysis and insights. 

4. Methodology

This study tested a dataset from UIS for 
identifying students' academic performance, eventual 
graduation rates, and exam characteristics to the 
attribute gender. The dataset has been imported into 
Python, followed by preprocessing steps and the 
modeling stage applied to the dataset. Figure 2 
presents the followed methodology of this study in 
summary. 

Figure 2. Methodology 

In this study, all the processes depicted in Figure 2 
were implemented in Python 3.10.1 programming 
language. Various libraries were utilized for different 
operations with the dataset. Specifically, NumPy, 
Pandas, and scikit-learn libraries were employed for 
data manipulation and machine learning tasks. 
Additionally, Matplotlib and Seaborn libraries were 
employed to visualize the results of the models. The 
codes were executed using the Jupyter Notebook 
platform, providing an interactive and collaborative 
environment for data analysis and code execution. 
The libraries used in Python for each process are 
summarized in Table 2. 
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5. Experimental Results and Analysis

PCA is a fundamental technique in data analysis 
and machine learning. The "Before PCA" section of 
the figure illustrates the original high-dimensional 
data representation. In its raw form, the data may 
contain multiple features, making visualization and 
analysis challenging due to the complex 
interdependencies between variables. This high-
dimensional space could lead to difficulties in 
capturing the most significant patterns and could 
potentially increase computation time for machine 
learning algorithms.  

In contrast, the "After PCA" section of the figure 
showcases the transformed data representation after 
applying PCA. The PCA is a potent dimensionality 
reduction technique designed to decrease the number 
of features while retaining as much of the data's 
variance as feasible. By projecting the original data 
into a space with a lower dimension, PCA identifies a 
new set of orthogonal axes as principal components. 
These components are arranged according to the 
variance they elucidate in the data. 

Figure 3. Dimension and Reduction with PCA 

Accuracy, precision, recall, ROC AUC, and F1 
Score are vital performance metrics utilized to assess 
the efficacy of classification models. In this article 
segment, we present a comprehensive analysis of 
these metrics for a logistic regression model on both 
the test set as well as the training set. The outcomes 
are shown in Table 4. 

The model's predictions of the respective datasets 
denote the correctness of the accuracy. That shows 
the model can predict the class labels correctly for 
approximately 88.35% of the test set and 88.50% of 
the training set samples.  

These values demonstrate that the model performs 
well in making accurate predictions, with a high 
percentage of correctly classified instances on both 
datasets. 

Precision quantifies the ratio of true positive 
predictions among all positive predictions. In this 
case, the model has a precision of around 90.16% on 
the test set and 90.11% on the train set. This suggests 
that when the model classifies a sample as positive, it 
is accurate approximately 90% of the time. The high 
precision scores suggest that the model has a low 
false positive rate and effectively minimizes incorrect 
positive classifications. 

Recall, also called sensitivity or true positive rate, 
represents the ratio of true positive predictions 
among all actual positive samples. The model's recall 
is approximately 91.15% on the test set and 91.40% 
on the train set, indicating that it can correctly 
identify around 91% of the positive samples. High 
recall values imply that the model has a low false 
negative rate and can effectively capture positive 
instances. 

ROC AUC is a metric that evaluates the model's 
capacity to discriminate between positive and 
negative samples. The model achieves a ROC AUC 
score of about 0.8746 on the test set and 0.8762 on 
the train set, which indicates reasonably good 
discrimination power.  
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A ROC AUC score close to 1.0 suggests strong 
discriminatory capabilities, and the model's scores 
indicate its ability to effectively differentiate between 
positive and negative occurrences. 

The F1 Score is the harmonic mean of precision 
and recall. It offers a balanced measure that takes 
into account both false positives and false negatives. 
The F1 Score is around 0.9065 on the test set and 
0.9075 on the train set, showing that the model 
achieves a balanced measure between precision and 
recall. This balanced metric is especially beneficial 
when there is an imbalanced class distribution. 

The logistic regression model demonstrates 
commendable performance on both the test set and 
the train set, as indicated by the high accuracy, 
precision, recall, ROC AUC, and F1 Score values. 
These metrics offer a thorough assessment of the 
model's strengths and weaknesses in classification 
tasks and valuable insights for further model 
refinement and decision-making in real-world 
applications. 

Figure 4. Logistic regression algorithm confusion matrix 

In Figure 4, the model's performance on both the 
train set and the test set is presented in a clear and 
concise format. Figure 4 illustrates each set's counts 
of true positive, true negative, false positive, and 
false negative predictions. These values offer a 
detailed breakdown of the model's classification 
results on both datasets, providing insights into its 
ability to accurately identify instances from the 
positive and negative classes. 

In the binary classification, evaluating a model's 
performance is of paramount importance in assessing 
its effectiveness. One of the key tools for evaluating 
classification models is the confusion matrix. In this 
article, we delve into an in-depth analysis of the 
performance of a logistic regression model using 
confusion matrices. We aim to understand how well 
the model can make accurate predictions and identify 
areas where it may be misclassifying instances. 

The model of the test set exhibited a commendable 
performance, correctly predicting 91.15% of positive 
instances (TP) and 91.92% of negative instances 
(TN). However, it misclassified 465 samples from 
the negative class as positive (FP) and 523 samples 
from the positive class as negative (FN). The overall 
accuracy on the test set stood at an impressive 
88.35%. 

The results of the training set demonstrated similar 
trends to the test set, with the model achieving high 
accuracy (88.50%) and capturing 91.40% of positive 
instances (TP) and 91.37% of negative instances 
(TN) accurately.  

However, it demonstrated overfitting tendencies, 
misclassifying 1050 negative samples as positive 
(FP) and 1224 positive samples as negative (FN). 

According to the results of confusion matrices, the 
logistic regression model demonstrated 
commendable performance on the test set, accurately 
predicting 91.15% of positive instances and 91.92% 
of negative instance and on the training set, the 
model achieved high accuracy (88.50%) and 
captured a significant portion of positive and 
negative instances correctly.  

Overall, the model's ability to achieve high 
accuracy for both positive and negative instances on 
the test set suggests that it is performing well in 
distinguishing between the two classes. 

The hypotheses were subjected to statistical testing 
using the Chi-square and Pearson correlation 
methods. The corresponding results for Hypothesis 1 
and Hypothesis 2 are presented in Table 5. 

The p-value reported as 0.0 in the Hypothesis 1 
indicates that the observed result is highly 
statistically significant. In statistical hypothesis 
testing, a p-value of 0.0 means that the probability of 
obtaining the observed results, or even more extreme 
results, under the assumption of the null hypothesis 
(i.e., no association between the variables) is 
essentially negligible. Therefore, we reject the null 
hypothesis in favor of the alternative hypothesis, 
indicating that there is no significant relationship 
between gender and academic performance.  
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The correlation coefficient of 0.0847 between the 
variables indicates a very weak positive correlation. 
Although the correlation is statistically significant 
due to the large sample size, the magnitude of the 
correlation suggests that the association between 
gender and academic performance is minimal. 

The p-value reported as 0.281 in Hypothesis 2 
indicates that the observed results are not statistically 
significant. As a result, we accept the null hypothesis 
instead of the alternative hypothesis. This implies a 
notable relationship between gender and exam 
characteristics, per the analyzed data. The correlation 
coefficient of 0.99 between the variables indicates a 
very strong positive correlation. It is important to 
note that while the correlation is statistically 
significant due to the large sample size, the 
magnitude of the correlation suggests that the 
association between gender and exam characteristics 
is indeed substantial. Female students are passing the 
exams with colloquia. 

6. Limitations of the Study

The findings of this study are contingent on the 
quality and accuracy of the data used. The accuracy 
and completeness of the data gathered from the UIS 
are pivotal factors influencing the validity of the 
results.  While the study aims to explore the 
relationship between the UIS and academic 
performance, there may be other confounding 
variables not accounted for in the analysis. Variables 
such as students' socio-economic backgrounds, prior 
academic performance, or external influences might 
influence the observed results. Due to the nature of 
observational studies, the analysis may identify 
correlations between variables, but it cannot establish 
causation definitively. While the study may suggest 
associations between the UIS and academic 
performance, it cannot conclusively determine the 
direction of causality. Logistic regression, PCA, and 
performance metrics have underlying assumptions 
that need to be met for accurate results. Failure to 
meet these assumptions, such as linearity, 
independence of observations, and normality, could 
impact the validity of the analysis.  

The impact of the UIS on academic performance 
may vary based on institutional factors, such as 
teaching methodologies, support services, or 
extracurricular opportunities. The study's 
generalizability might be limited to specific 
educational settings or institutions with similar 
systems and resources. The study's scope is limited to 
the University Information System's impact on 
academic performance. The findings may not be 
directly applicable to other educational systems or 
settings outside the scope of this study. 

Despite these constraints, the study provides 
valuable insights into the potential association 
between the UIS and academic performance.  

7. Conclusion and Future Works

In this paper, we explored several data analysis 
techniques and performance metrics to evaluate the 
effectiveness of a logistic regression model. We 
utilized PCA to reduce the dimensionality of high-
dimensional data, enabling better visualization and 
analysis of complex interdependencies between 
variables. The results after the PCA transformation 
demonstrated its capability to preserve a substantial 
portion of the data's variance. 

The logistic regression model exhibited 
commendable performance on both the test and train 
sets, as evident by high accuracy, precision, recall, 
ROC AUC, and F1 Score values. These metrics 
collectively provided a comprehensive assessment of 
the model's strengths and weaknesses in 
classification tasks. Furthermore, the confusion 
matrices revealed the model's ability to accurately 
identify instances from the positive and negative 
classes. 

Regarding our hypotheses, we found that there was 
no significant relationship between gender and 
academic performance, as indicated by the highly 
statistically significant p-value of 0.0 and a very 
weak positive correlation coefficient of 0.0847. 
Nonetheless, we noted a robust positive correlation 
of 0.99 between gender and exam characteristics, 
although this correlation did not achieve statistical 
significance, with a p-value of 0.281. 

Overall, the research offers valuable insights into 
data analysis techniques, model evaluation, and the 
relationships between various variables. The findings 
contribute to the understanding of model 
performance and can aid in decision-making for real-
world applications. It is essential to consider the 
limitations and further investigate the relationships 
identified to enhance the practical implications of the 
study. 
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The paper presents a comprehensive analysis, 
enriching our understanding of data analysis 
methods, logistic regression modeling, and the 
influence of gender on academic performance and 
exam characteristics.  Future studies may build upon 
these findings and explore additional factors that 
could impact academic outcomes to provide a more 
holistic understanding of student performance. 
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