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Abstract – Sentiment analysis has attracted huge 
interest, which has been a trend topic in last years. It 
has significant applications in several areas, such as 
marketing based on opinion recognition and mining, 
movie reviews, product reviews, and healthcare-based 
sentiment understanding. In this paper, COVID-19 
vaccine has been considered as an experimental design 
and performs sentiment analysis to understand the 
opinions of the public toward getting vaccinated. The 
topic of vaccination has been associated with a great 
deal of hesitancy and different points of view from 
people who may trust or distrust taking the vaccine.  
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The proposed system aims to understanding data 
from chats related to the COVID-19 vaccine on the 
Twitter platform. A deep learning framework has been 
built based on a bidirectional long-short-term memory 
(Bi-LSTM) network and use an attention mechanism to 
obtain precise results. Three categories are used to 
classify the obtained results as positive, negative, 
neutral. The overall accuracy of the proposed method 
is found to be 94%, in addition accuracy of our case 
study results show for the three opinion mining classes 
of negative, neutral, and positive on the training set 
was 0.96%, 0.89%, and 0.95%, respectively. On the 
test data, the accuracy was 0.96% for negative 
sentiment, 0.88% for neutral sentiment, and 0.95% for 
positive sentiment. 
Keywords – COVID-19, COVID-19 vaccine, SARS-
COV-2 vaccine, Bidirectional LSTM, Attention 
mechanism. 

1. Introduction

Sentiment analysis based on NLP is a method of 
semantically analyzing and mining human-generated 
text containing opinions, in order to estimate the 
implied sentiment. This type of analysis has attracted 
strong interest and has become an important research 
trend in recent years, and represents an important 
artificial intelligence task in the area of text mining 
and recognition. Text-mining-based sentiment 
understanding has significant applications in several 
areas, such as marketing-based opinion recognition 
and mining, movie reviews, product reviews, and 
healthcare-based sentiment understanding [1], [2], 
[3].  
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For example, companies can take advantage of 
sentiment understanding to investigate people’s 
opinions on the reputation of a brand, the experiences 
of customers, and the effects of social media. Most 
people today tend to read reviews of a product before 
buying it, and will make a decision based on the 
sentiment expressed about the item. 

Sentiment analysis based on NLP is closely 
associated with other tasks such as emotion 
understanding, text mining, sentiment mining, and 
sentiment understanding, due to its relationship with 
textual information mining and retrieval. The main 
aim of sentiment mining is to identify public opinion 
expressed in the form of text on a particular topic, by 
classifying the textual information in the sentences or 
documents into negative, neutral, and positive as 
three classes. The healthcare field has taken 
advantage of the use of sentiment analysis to 
determine people’s emotions toward issues related to 
human health, such as the events of the last few years 
involving the COVID-19 pandemic and vaccination 
for this disease. In this paper, we consider the 
COVID-19 vaccine as an experimental study and 
perform sentiment analysis to understand the 
opinions of the public toward getting vaccinated. The 
topic of vaccination has given rise to a great deal of 
hesitancy and different points of view from people 
who trust or distrust taking the vaccine [4], [5], [6], 
[7]. A rich source of data in social media platforms 
are for obtaining real-time insights into public 
feelings and opinions, which can be used to 
overcome these issues [8]. Individuals using social 
media have been rising rapidly in recent years, and 
one network that is expanding and gaining popularity 
globally is Twitter. It serves as a venue for people to 
share their thoughts on various topics, and plays an 
important part in distributing news around the world 
[9], [10], [11]. During the COVID-19 pandemic, 
knowing people's thoughts and behaviors was critical 
in order for the government to act in the most 
effective possible way to motivate people to get 
vaccinated against COVID-19 [12], [13], [14]. 

Sentiment analysis methods have been suggested 
based on machine learning approaches and various 
techniques such as the bag-of-words model and the 
naïve Bayes probabilistic model, and often require 
manual feature extraction. Social media text posts are 
varied and short, which makes the task of capturing 
features and classifying text a challenging matter. 
There is therefore a need for a more efficient method 
of sentiment recognition and estimation from short 
pieces of text. Deep learning (DL) approaches have 
shown outstanding performance in many computing 
domains. These approaches aim to learn the 
characteristics of data via neural networks with a 
deep hierarchal structure, such as convolutional 
neural networks (CNNs), which learn local features 

(spatial features) from phrases or words, and 
recurrent neural networks (RNNs), which learn long-
term dependency features from sequences of data 
(temporal features) [15], [16]. However, the short 
pieces of text posted on the Twitter platform suffer 
from limitations in terms of feature extraction, and an 
embedding process has therefore been widely applied 
to distributed representation of a word for effective 
feature extraction based on the concept of word2vec 
[17]. 

Numerous techniques have been proposed and 
explored for sentiment analysis applications. One 
model based on a Bi-LSTM network for sentiment 
mining from textual comments achieved an F1-score 
of 92% [18]. A method of sentiment classification 
was developed based on one million tweets collected 
on five topics, using a hybrid combination of 
techniques from text mining and DL-based deep 
neural networks and RNNs, and was shown to have 
an accuracy of 83.7%. Several sentiment analysis 
studies have been carried out since 2020 with regard 
to the COVID-19 vaccine, with the aim of helping 
heath organizations to understand public opinion 
toward the topic of vaccines. One such study [19] 
utilized the K-nearest neighbors (KNN) method for 
sentiment recognition, based on 10,000 Twitter posts 
using the Twitter API. The outcomes demonstrated 
that positive feelings were slightly more prevalent 
than negative. Another research study [20] gathered 
tweets from Japanese users posted between 1 August 
2020 and 30 June 2021, and performed a sentiment 
analysis on the topic of vaccines. It was reported that 
negative feelings were dominant overall compared to 
positive feelings, and were connected with the 
incidence of death and infection. The authors of [21] 
considered 31,100 tweets in English, posted by 
Australian users from January to October 2020, 
containing hashtags related to the COVID-19 
vaccine. Visualizing high-frequency word clouds and 
word token correlations was used to analyze tweets 
and attitudes toward COVID-19 vaccination were 
analyzed by built a latent Dirichlet allocation (LDA) 
model. Another research study [22] collected 6,000 
tweets about the COVID-19 vaccine between 15 and 
22 January 2021 to assess the opinions of Indonesian 
people, using the naïve Bayes algorithm and 
‘COVID-19 vaccine’ as keywords. The study 
identified 3,400 negative tweets (56%) and more than 
2,400 positive tweets (39%), with the remainder 
(1%) being neutral. A recent study [23] proposed a 
method to identify the opinions of the public on 
COVID-19 vaccinations by applying a sentiment 
analysis system to Twitter data based on deep LSTM 
and Bi-LSTM networks. The accuracy achieved by 
the LSTM model was 90.59%, and the Bi-LSTM 
model achieved 90.83%.  
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The data covered the duration from January 2021 
to July 2021, and consisted of 125,906 tweets. 
However, their method has been submitted for 
performance improvement in the future. The authors 
of [24] introduced a combination of an LSTM and a 
gated recurrent neural network (LSTM-GRNN) as a 
model for sentiment analysis towards the COVID-19 
vaccine. Their method achieved a very high overall 
accuracy of 95%. Similarly, the authors of [25] 
developed a method for vaccine sentiment analysis 
that relied on a combination of CNN and LSTM 
networks. The method was applied to 13,000 tweets 
and achieved an average accuracy of 0.83. 

An unsupervised method based on Sentiment-
Reasoner (VADER) and Valence-Aware-Dictionary 
and LDA techniques was proposed in [26], and the 
data used for prediction were composed of 75,665 
posts collected over the period between 12 December 
2020 and 2 July 2021. The results on Twitter for 
discussions related to COVID-19 vaccinations 
showed that positive sentiment was predominant. 
The work in [27] used Tweepy to undertake an 
analysis of sentiment in Twitter posts relating 
COVID-19 vaccination. Similarly, the researchers in 
[28] analyzed sentiment toward the COVID-19 
vaccine using (NLP) algorithms based on polarity. 
Their method was applied to a dataset containing 
230,623 unique tweets from the period between 16 
December 2021 and 8 April 2021, and it was found 
that the dominant sentiment was negative.  

The work in [29] presented transformer models 
for sentiment classification based on RoBERT and 
BERT, in addition to multi-task specific versions in 
which these techniques were stacking with support 
vector machine (SVM) as a meta learner and 
combined using majority voting (MV). The highest 
accuracy obtained from this approach was 0.8310, 
based on an ensemble with stacking. The method 
proposed in [30] used the Bi-LSTM technique to 
carry out sentiment mining from Twitter posts 
relating to the COVID-19 vaccination, and achieved 
an accuracy of 74.92%. The authors note that their 
method could be further enhanced. 

Although many researchers have conducted 
sentiment analysis studies with regard to the COVID-
19 vaccine, performance improvements are needed 
[17], [18], [19], [20], [21]. In addition, much of the 
previous research on COVID-19 vaccine sentiment 
analysis has been carried out over different periods, 
and some studies have been undertaken only for a 
particular country [1].  

 
 
 
 

The following key points explained the main 
contributions of this research: 

 
• Develop a sentiment analysis system for the 

COVID-19 vaccine, which can aid in 
recognizing public sentiment towards getting 
vaccinated against the COVID-19 virus. 
 

• The utility of deep learning techniques and 
NLP have been investigated to carry out data 
analysis and predict sentiment as positive, 
neutral, and negative, using text data 
retrieved from the Twitter social media 
platform. 
 

• We deploy a deep learning model with a 
deep neural network architecture based on a 
Bi-LSTM network. 

 
• We introduce a scaled dot-product attention 

mechanism to enhance the Bi-LSTM ANN in 
term of performance in order to obtain 
correct, precise predictions. 

 
• We collect data from the Twitter platform 

using a data extraction API on the topic of 
the COVID-19 vaccine. 

 
• We perform data scraping for the time period 

from 1 January 2021 to 3 September 2021. 
 

• The proposed system can assist healthcare 
private and governmental sectors to 
understand the factors that make people 
hesitant to take the vaccine, so they can work 
on solving them. 
 

The last section of the paper is segmented into 
key Sections 2, 3, and 4 which represent the 
proposed method, results, and summary of the paper 
respectively. 
 
2. Proposed Methodology 
 

In this work, the focus was on the use of deep 
learning NLP techniques. The proposed method 
consists of two phases: the model building phase and 
model execution phase. Figure 1 shows a diagram of 
our framework, which includes the following steps: 
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Figure 1.  Framework of the proposed opinion mining 
system for the COVID-19 vaccine 
 

• The first stage, once the data have been 
uploaded and read, is pre-processing, in which 
the data are cleaned to remove numbers, 
hyperlinks, punctuation, and certain specific 
characters that are not needed in the 
construction of the proposed model. We then 
apply data reduction and eliminate stop words, 
such as researches and prepositions, which 
may not relate to the results of this project. 
Then calculate the maximum length of the 
input tweet phrases that will be tokenized and 
padded. 

• After data cleaning, tokenization and sequence 
padding are performed. Tokenization is a 
process in which text information is divided 
into words (tokens) by taking into account 
boundary markers such as commas, white 
space, quotation marks, semicolons, and 
periods as full stops. Single words may be 
tokens of a given type (verbs, nouns, pronouns, 
articles, conjunctions, prepositions, 
alphanumeric symbols, punctuation, and 
numbers). The list of tokens can be assigned 
for further processing. To carry out this 
process, we adopted Tokenizer, a deep learning 
Python library from Keras.  

A post-padding technique was applied to 
equalize the length of the input after 
tokenization. 

• When the cleaned input text has undergone 
tokenization and padding, a set of numbers is 
output. This is because neural networks can 
only operate on numbers, which are the native 
language of computers. The next step is to 
encode the sentiment words as integers, where 
"neutral" is coded as zero, "negative" as one, 
and "positive" as two. Only legitimate, 
pertinent sentences and words remain when the 
pre-processing stage is complete, and the 
network is applied to these. 

• The training and testing datasets as input is 
separated after pre-processing the data, with 
the test set accounting for 33% of the total 
data. 

• We then used Bi-LSTM with an attention 
mechanism to construct a deep learning model. 
The suggested model architecture contains the 
input layer, an embedding layer, and a dropout 
layer, followed by the Bi-LSTM layer, another 
dropout layer, and an attention layer. Two 
dense layers are used: the first applies the 
ReLu activation function, while the second 
consists of a softmax classification layer, 
which is used to obtain sentiment predictions 
from the input tweets which have been 
categorized positive, negative, and neutral as 
into three groups. 
 

2.1. Embedding Layer 
 
The initial layer of the proposed model represents 

the input layer and the shape of the input is defined 
based on the max length of a sentence in the text or 
document. An embedding layer symbolizes the words 
in a document as a vector of integers that can be used 
to detect the context of words in a text [31].  

In this study, the Keras library-based embedding 
layer was used to convert words into vectors. An 
integer input is sent to the embedding layer, which 
searches the internal dictionary to produce an 
association of dense vector. In a similar way to the 
training process of ANN, the embedding layer's initial 
weights are generated at random, and the word vectors are 
gradually changed using the backpropagation algorithm.  

Maximum sentence length in the input sequence 
(max-len) was set to 120 in this study, and represents 
the length of the input passed to the embedding layer 
in this work. The embedding dimension was set to 64. 
A matrix of words in vector form represents the result 
of the embedding layer, and is passed to the dropout 
layer, the next layer in the proposed architecture. 
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2.2. Dropout Layer 
 
Since the dropout technique is able to detect more 

randomness, it is used to prevent overfitting [31], 
[32]. The dropout layer is applied here as a solution to 
the issue of overfitting; in this layer, some neurons 
are randomly selected and given a value of zero, 
meaning that their input and output properties will be 
ignored.  Two dropout layers are used in our model 
architecture, with a dropout rate of 0.8%.  

The Bi-LSTM layer (before the attention layer) is 
applied prior the first dropout layer, and the second 
after. The next layer of the proposed model 
architecture is the Bi-LSTM. 

 
2.3. Bi-LSTM Network 

 
Bi-LSTM operates in both directions ANN made 

up of LSTM units in order to integrate the contextual 
data before and after a specific word. Bi-LSTM is 
able to learn dependencies over the long term, without 
storing duplicates of context information.  

For text classification, it therefore gives good 
performance for sequence modelling and is 
commonly used.  Bi-LSTM works in two layers and 
parallel manner, in both the backward and forward 
directions, to detect dependencies in both contexts 
[32], [33], unlike the LSTM network. 
 
2.4. Attention Mechanism 

 
In general, standard NLP models are unable to 

accurately process long input sequences, since they 
consider only the last hidden state for the last input 
sequence. The standard NLP model does not take into 
account the context of the input sequence with words 
from input sequence long memory which may give 
more relevant information that could support 
producing correct results than the last words.  

The attention mechanism is used to enhance the 
performance of NLP techniques on various topics. 
This mechanism concentrates on distinctive parts 
when processing a long sequence by gathering 
relevant information from different parts of the input 
sequence and using them to predict precise outcomes 
[34], [35].  

The attention mechanism is introduced to improve 
the Bi-LSTM model in this research, and the 
intermediate vector is replaced with a sequence of 
vectors. This means that the model no longer needs to 
compress all of the information into a fixed-
dimensional vector, considerably reducing the 
original model's concerns with incomplete 
information representation, information dilution, and 
coverage. 

 

The attention mechanism represents the features of 
the input sentence semantically. A scaled dot-product 
attention layer is used in our work that can be defined 
to an output as mapping inquiry and key-value pairs 
set. The main steps in the attention network are as 
follows. A similarity function based on the dot 
product is used to calculate the inquiry weights and 
keys.  

A scaling operation is performed to calculate the 
factor �dK  which plays a moderating role by 
minimizing the dot product. The weights obtained via 
the softmax function are normalized. The key-value V 
and similarity are computed to find the weighted 
summation as equal value [32]. The formula for the 
above steps can be represented as shown in Equation 
(1): 

 
Attention(Q, K, V) = �Q KT

�dK
�  V                           (1) 

 
2.5. Dense Layers and Model Fitting 

 
We use two dense layers to gather sequence 

characteristics and classify these features into 
sentiments (positive, negative, or neutral). The first 
dense layer utilizes the ReLU activation function and 
has 64 dimensions, while the second one utilizes the 
softmax activation function to identify text and assess 
sentiment, as shown in Figure 2. The following 
equation is used to define softmax layer as: 

 
P �z

z
� = softmax(wshk +  bs)                     (2) 

 
z = argmax �p �z

x
��                                (3) 

 
To perform model training, the model is compiled 

using loss-function based on “categorical cross- 
entropy”, the “Nadam” algorithm of optimization is 
adopted to enhance the optimizer and reduce the loss 
error. We use 16 epochs for model fitting. 
 
2.6. Data Preparation 

 
Previous research has shown that social media 

platforms can be valuable in understanding the 
attitudes of the public towards a specific topic [36], 
[37], [38], [39], [40]. In this research, we considered 
the Twitter social media platform and collected chat 
data (tweets) on the COVID-19 vaccine using the 
Snscrape tool library from Python. The data that were 
scraped for a generic geo-tag and time-frame mainly 
covered the period from 1 January 2021 to 3 
September 2021.  
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The keywords used to pull data from Twitter were 
as follows: COVID-19 vaccination, Oxford, 
AstraZeneca, Moderna COVID-19 vaccine, COVID-
19 vaccine risks, COVID-19 vaccine side effects, 
Pfizer, and Sinovac.  

The total set of scraped data included in this work 
consisted of 121,761 unique tweets from 131,009 
tweets after removing the duplicates. Only tweets in 
English were considered. 

The data obtained from Twitter had no sentiment 
labels for use in training the model. Furthermore, 
since the amount of cleaned data was so large, 
labelling them would have taken a long time. The 
model proposed in this study requires a large amount 
of labelled data for training due to using a supervised 
deep learning model.  

To overcome this issue, we built on previous 
research [41] by employing popular annotated 
datasets from Twitter for the deployment of our 
sentiment analysis model. Four datasets were used to 
train the model: the Tweet extraction dataset, the 
Airline sentiment dataset, the Apple tweeter sentiment 
dataset, and the Twitter-and-Reddit-sentiment-
analysis datasets, all of which are publicly available 
from the Kaggle repository and are annotated with 
three different classes of sentiment (positive, 
negative, and neutral).  

These datasets were combined to give a total of 
tweet samples (358,897), after removing data 
featuring “NULL”, and “NAN” entries and 
eliminating duplicate tweets. The training and 
validation processes were carried out on this 
generated dataset.  

 

 
 

Figure 2. The proposed Bi-LSTM model with attention mechanism 
 

3. Results and Analysis 
 

In this research, we present a system that can 
perform sentiment understanding, based on an 
attention mechanism with a Bi-LSTM ANN, when 
implemented to data scraped from the Twitter 
platform. The derived data from posts on the Twitter  

platform during the period 1 January 2021 to 3 
September 2021 is considered here for prediction and 
analysis, using the Snscrape tool from the Python 
library. The proposed method was designed in the 
Python 3.7 programming language, and was based on 
NLP algorithms.  
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The Keras and TensorFlow libraries were used for 
construction of the model based on the Google Colab 
GPU. The dataset used to train the model, as 
explained in the previous section, contained tweets 
(358,897) after cleaning process. The data were 
randomly split into a training dataset (containing 67% 
of the samples) and a test dataset (containing 33% of 
the samples) is used for the training process. A 
validation dataset (20% from total samples) and a test 
dataset (13% of the total samples) as the test data 
were further split. To measure the accuracy, 
ModelCheckpoint Keras is used for an evaluation 
metric. Callbacks for saving the model using the best 
validation accuracy, in the form of .h5 file. 

 For both training and validation sets, Figure 3 
shows the results from the model training process in 
terms of the accuracy and loss errors. 

 

 
Figure 3. Results for the accuracy and loss error  

in the training phase 
 

The confusion matrix for each predicted 
sentiment was computed for the training and test 
datasets. On the training dataset, the accuracy 
achieved was 0.96, 0.89, and 0.95 for the negative, 
neutral, and positive sentiment classes, respectively; 
while Figure 4 shows the test dataset the results were 
0.96, 0.88, and 0.95,. 

 

 
Figure 4. Confusion matrix for the test data 

 
 

To assess the performance of our model, Table 1 
presents a comparison was performed based on the 
accuracy metric with other related works methods. 
The Bi-LSTM with an attention mechanism 
represents the suggested model achieved better 
accuracy than the other methods. Our model is also 
fast, and has an attention layer to ensure correct 
results. 

 
Table 1. Comparison with recent studies based on 
accuracy metric 

 
After the training and fitting phase, the model was 

applied to the vaccine-related data gathered from 
Twitter. First, a CSV file containing Twitter data on 
the COVID-19 vaccines was uploaded and read, and 
NLP algorithms were used to carry out data pre-
processing. Data were cleaned by removing tweets 
that were not in English, those that contained NAN 
fields, and those with empty words (nowords). 
Frequent tweets were eliminated to avoid any 
confusion and blur. In the next step, data cleaning 
was performed, following the same pre-processing 
procedure as in the training stage, by eliminating 
linked addresses, URLs, email addresses, digits, 
punctuation, and other non-relevant characters. The 
cleaned data were then transformed into sequences. 
In the next step, to make the data suitable for the 
prediction stage, data tokenization and pad-sequence 
operations were executed.  

The proposed Bi-LSTM model with attention was 
then used to make sentiment predictions. The results 
are visualized below to illustrate the outcomes. A 
timeline and the number of tweets in each class in 
relation to the date of posting are stated in Figure 5. 
It can be seen that the dominant sentiment for the 
period from 1 January 2021 to 3 September 2021 was 
neutral. Figure 6 shows the results, and such figure 
can be noted that the predominant sentiment was 
neutral, with the highest percentage (72.77%) for all 
of the data gathered on vaccines; the negative 
sentiment was the next highest (17.52%), and the 
positive sentiment was last (9.69%) for the selected 
time interval. 

Ref. Technique Average accuracy 
[16] Bi-LSTM 0.9083 
[18] CNN+LSTM 0.83 
[22] BERT-based ensemble stacking  0.8310 
[23] Bi-LSTM 0.7492 
Proposed Bi-LSTM with attention 0.94 
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Figure 5. Timeline and sentiment of Tweets about the 

COVID-19 vaccines 
 

 
 

Figure 6. Sentiment prediction results for COVID-19 
vaccine Tweets 

 
Figures 7–10 show the findings of the sentiment 

analysis in relation to certain COVID-19 vaccines, 
including those made by Pfizer, Moderna, Sinovac, 
and AstraZeneca. The graphs display the number of 
tweets identified by the prediction method for each 
sentiment. It can be seen that tweets with a neutral 
sentiment were most numerous, and tweets with a 
negative sentiment were the second most frequent. 
Tweets with a positive sentiment were fewest. 

It can be seen from the results for the neutral 
sentiment that most people were hesitant to take the 
vaccine, and their opinion was neither yes nor no, 
meaning that they were waiting to see what would 
happen. The results for the second category (negative) 
indicate that a large number of people refused to be 
vaccinated because they thought that the vaccine 
might have a detrimental effect on their health in the 
future. The results for the third category (positive) 
reveal that some people accepted the vaccine and 
considered it a life saver that could prevent harm and 
death from COVID-19. Our system enables people's 
emotions to be identified and their opinions on the 
COVID-19 vaccine to be mined, thus allowing 
governments and healthcare organizations to benefit 
by taking into account these rates and numbers 
throughout the data collection period, and allowing 
them to take action to prevent difficulties that may 
affect people or make them hesitant to take the 
vaccine. 

 
Figure 7. The sentiment analysis findings for 

Tweetson the Pfizer vaccine 
 

Figure 8. The sentiment findings analysis for Tweets on 
the Sinovac vaccine 

 
Figure 9. Results of the sentiment analysis for Tweets 

on the Moderna vaccine 

 
Figure 10. Results of the sentiment analysis for 

Tweets on the AstraZeneca vaccine 
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4. Conclusion 
 

Paper has presented a sentiment understanding 
study in which we examined chat data about the 
COVID-19 vaccination taken from Twitter over the 
period 1 January 2021 to 3 September 2021. The 
suggested model combined a deep Bi-LSTM neural 
network with an attention mechanism, and gave good 
results. The outcomes at the model training and 
validation stages showed high accuracy for all three 
sentiment classes. Based on test data, the total 
accuracy for the generated model was 0.94, which 
was higher than other COVID-19 vaccine sentiment 
analysis models. The results from applying the final 
model to the data collected from Twitter showed that 
the prominent sentiment of the public toward the 
COVID-19 vaccine over this period was neutral 
(72.77%), while a negative sentiment was found in a 
low proportion of tweets (17.72%) and a positive 
sentiment was the lowest (9.69%). The sentiment 
analysis method suggested in this study was found to 
be effective in terms of analyzing large amounts of 
data, and can be applied to other topics. In the future, 
we intend to investigate and/or combine other neural 
networks to improve the precision of the model, and 
to consider more data at the model training stage. We 
also intend to design a more robust data pre-
processing procedure. 
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