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Abstract – Traditional educational models struggle to 
meet the demands of students seeking personalized 
online learning resources (OLRs). Collaborative 
filtering (CF) algorithms are widely employed for 
personalized OLR recommendations, yet they 
encounter issues such as poor scalability, cold start, 
and sparse data issues. In response, an enhanced CF 
algorithm is proposed, incorporating a fusion of time 
weighting and a credibility selection strategy. Initially, 
interactions and ratings among learners are analyzed. 
Subsequently, the algorithm integrates learner 
similarity and trust, calculating the credibility value 
weight between learners. Dynamic time weighting is 
then introduced separately into CF algorithms based 
on OLRs and learners, respectively. Ultimately, the 
algorithm predicts learner ratings for unknown OLRs. 
Experimental comparisons demonstrate that the 
performance metrics of the hybrid algorithm presented 
in this paper show significant improvement over 
traditional and other improved algorithms.  
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It exhibits enhanced rating prediction accuracy, 
facilitating precise recommendations of personalized 
OLRs to learners.  
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1. Introduction

The rapid evolution of the Internet has made 
searching and accessing information exceptionally 
convenient. However, as the volume of available data 
increases, managing information becomes 
challenging and may lead to issues like "information 
explosion" and "information overload" [1]. The latter 
refers to the incapacity of recipients or processors to 
handle complex and abundant internet information, 
hindering the precise and swift retrieval of personal 
information needs. Faced with explosive data growth, 
learners find it increasingly difficult to locate 
valuable information that caters to their individual 
requirements. To enhance information filtering and 
elevate user service quality, recommendation systems 
(RS) have emerged, swiftly capturing widespread 
attention in academic circles [2]. 

In recent years, Massive Open Online Courses 
(MOOCs) have gained popularity among students, 
with platforms such as EdX, Coursera, and Khan 
Academy being widely utilized [3]. Despite the 
convenience offered by online learning, challenges 
persist in the online learning resource (OLR) 
recommendation process. Firstly, the diverse array of 
resource types leads to fuzzy categorization due to 
multiple labels attached to the same resource. 
Secondly, online learning platforms fail to fully 
exploit potential relationships among learner 
characteristic information, making personalized 
recommendations a formidable challenge.  
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Thirdly, as the number of learners increases, the 
richness of OLRs on platforms grows, yet quality 
control is lacking [4]. Subsequently, low-quality 
OLRs may be recommended, causing significant 
interference to learners during the learning process. 

Popular RSs today fall into several categories: 
content-based (CB)-based RSs [5], collaborative 
filtering (CF)-based RSs [6], and hybrid RSs [7]. 
Analyzing learner behavioral data is fundamental to 
CB-based algorithms. CF-based algorithms, 
categorized into memory-based and model-based 
types, are commonly employed in OLR 
recommendation. These algorithms gather 
information related to learners with similar 
preferences or those interested in similar domains to 
recommend relevant resources. CF-based algorithms 
include user-based and item-based approaches. User-
based CF explores users who have evaluated the 
same items as the target user and recommends items 
highly rated by similar users [8]. However, it solely 
considers user connections, overlooking the impact 
of popular items on users and neglecting the problem 
of highlighting user individuality. Item-based CF 
calculates the similarity between items based on their 
historical rating records, recommending items with 
high similarity [9]. It aims to uncover relationships 
between items but ignores the temporal influence on 
correlations, resulting in lower rating reliability. 
Notably, both approaches overlook the temporal 
factor's impact on their correlations. 

To address these issues, and achieve precise 
personalized recommendations for OLRs, this paper 
proposes an improved algorithm to address the lack 
of personalization in traditional algorithms and the 
low correlation between learner reliability and time. 
Initially, learner interactions and rating behaviors are 
analyzed to build trust among learners. The algorithm 
then integrates learner similarity and trust, 
calculating the trust value weight between learners. 
Subsequently, a dynamic time weighting (DTW) 
factor is introduced, generating a DTW factor based 
on the time users rate OLRs, associating learner 
reliability with time, and emphasizing learner 
personalization. Finally, a hybrid algorithm that 
comprehensively considers learner and OLR 
similarity is proposed, addressing the data sparsity 
problem. Additionally, by separately calculating 
predicted rating vectors, it resolves cold start (CS) 
issues for both OLRs and learners. 

2. Related Works

Numerous enhanced CF algorithms strive to 
establish RSs, categorized into user-based and item-
based methods. However, these algorithms still face 
challenges such as data sparsity, CS, and suboptimal 
recommendation accuracy.  

To address these issues, scholars explore user 
behavior, with many incorporating trustiness between 
users into CF algorithms. The study [10] proposed an 
improved slope-one algorithm that combines user 
trust data and user similarity, utilizing the 
"helpfulness" attribute in the Amazon dataset as a 
trust rate. This addresses the low accuracy and lack 
of trust data in traditional slope-one algorithms. The 
study [11] tackled CS issues by applying regular 
equivalence, a metric from network science, to 
generate a similarity matrix in trust networks. 
Literature [12] studied the importance of user 
similarity in obtaining high-quality project 
recommendations and suggest selecting neighbors 
based on the overlap between user and target user 
preferences. 

Considering a blend of user and item algorithms 
proves effective in overcoming the challenge of low 
recommendation quality from relying solely on users 
or items. The study [13] proposed a hybrid RS that 
recommends OLRs of potential interest during the 
learning process. This method combines CF 
algorithms with sequential model mining to better 
guide learners in their current learning state. A local 
similarity method, utilizing multiple related 
structures among users and employing clustering 
methods to find groups with similar preferences for 
similar items was introduced in [14]. The study [15] 
suggested a hybrid approach merging different CF 
methods through a multi-class classification 
algorithm, achieving higher recommendation quality 
on MovieLens and Netflix datasets. The study [16] 
proposed the TTHybridCF algorithm, enhancing 
predictive accuracy by utilizing tags and rating 
information to calculate similarity between users or 
items. Although these methods indicate that hybrid 
algorithms effectively improve recommendation 
accuracy, they do not consider the temporal factor 
and still face challenges related to time's impact on 
user relationships and popular projects. 

Addressing the issue of time changing user 
preferences, the study [17] utilized ant colony 
pheromones to capture real-time changes in user 
interests, resulting in improved recommendation 
accuracy compared to traditional algorithms. In the 
literature [18], the researchers extracted user latent 
transition patterns using a joint decomposition 
method, combining dynamic environment topic 
modeling with latent factors and relevant textual 
topics to capture dynamic user preferences in the 
rating matrix. The study [19] considered future 
similarity trends, proposing an algorithm to predict 
similarity trends by rearranging user or item 
neighborhood sets and updating the final nearest 
neighbor set of the CF formula based on trend 
fluctuations to enhance algorithm accuracy.  
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While incorporating the time factor can provide 
insight into future trends and enhance algorithm 
accuracy, the integration of hybrid algorithms with 
the temporal factor is still lacking, making it 
challenging to effectively utilize user and item 
information and address data sparsity issues. 

Several researchers also contribute improvements 
to OLR recommendation. Hou et al. [20] designed a 
context-aware OLR RS based on big data support, 
capable of handling dynamic and vast datasets. The 
researchers developed a novel technique for 
recommending OLRs to learners on an e-learning 
platform, incorporating the SentiWordNet ontology 
and a deep neural network [21]. The study [22] 
recognized diverse learning needs among learners, 
proposing a mixed recommendation technique based 
on OLR analysis results, ranking potential OLRs 
according to student preferences. The study [23] 
emphasized the importance of selecting suitable 
OLRs to improve learner performance.  

They calculated learner similarity using Pearson 
correlation and evaluate each OLR’s score using a 
memory-based filtering method, recommending OLR 
with the highest expected score to learners.    

3. Background Information

 In general, a group of learners share similar 
preferences for OLRs, forming the basis for learner-
based CF. It calculates learner similarity, identifies a 
neighbor set for recommendations, predicts OLR 
ratings, and suggests top-rated OLRs to the target 
learner [24]. The process is illustrated in Figure 1, 
where solid lines represent learner preferences, and 
dashed lines depict the recommendation process. For 
instance, OLR 1, 2, and 4 are favored by Learner B, 
and OLR 2 and 4 are preferred by Learner C, 
indicating similar interests between Learner B and C. 

Learner A

OLR 1 OLR 2 OLR 3 OLR 4

Learner B Learner C

Preference Recommend

Figure 1. Illustration of the learner-based CF 

In algorithm implementation, start by gathering 
learner-RS interaction data. Establish matrix S(m,n) 
to depict learner behavior towards OLRs, with m 
denoting the number of learners. n is the number of 
OLRs, and saj indicating the rating given by learner a 
to OLR j. Higher saj values signify greater user 
preference for the respective OLR: 

 Next, compute the similarity between learners to 
obtain a learner similarity matrix. Utilize Pearson 
similarity (PS) for calculation, a metric ranging from 
-1 to 1 that gauges the resemblance between two 
datasets. Strong similarity tends towards 1, weak 
similarity towards 0, and in cases of negative 
similarity, where one value is high and the other low, 
the similarity tends towards -1. Further refinement is 
achieved through cosine similarity applied to PS: 

where a and b represent the rating vectors of two 
learners. Ia and Ib are the sets of OLRs rated by 
learners a and b, respectively. Iab is the set of OLRs 
jointly rated by a and b. ra and rb denote the average 
ratings for all OLRs by a and b. Additionally, rai and 
rbi represent the respective ratings given by learners 
a and b for OLR i. 

Sorting based on the magnitude of learner 
similarity reveals the nearest neighbors of the target 
learner. The primary principle of the k-nearest 
neighbor (KNN) algorithm involves comparison of 
the test dataset with the training dataset for 
similarity, selecting the Top-N learners, and forming 
a neighborhood set. Predictions for OLRs not rated 
by the current learner are made by considering the 
OLRs and their corresponding ratings from the 
learner’s nearest neighbors in the dataset. The 
calculation for predicting ratings is as follows: 
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The OLR-based CF calculates the similarity 
between OLRs to form a neighborhood set [25].  

The recommendation process of this algorithm 
is illustrated in Figure 2.  

Learner A

OLR 1 OLR 2 OLR3

Learner B Learner C

Preference Recommend
Similar

Figure 2. Illustration of the OLR-based CF 

Suppose a learner in the RS shows interest in the 
book ‘English Education’. The system may suggest 
related books like ‘English Grammar’. This 
recommendation approach is achieved through the 
item-based CF. Its fundamental steps resemble those 
of the user-based CF, with the distinction that, in the 
second step's computation, learner similarity 
calculation is replaced by the computation of OLR 
similarity between resources i and j based on the 
learner set that has jointly rated them. 

where Aij represents the set of learners who have 
jointly rated OLRs i and j. Rai and Raj denote the 
ratings given by learner a for OLRs i and j, 
respectively. ri and rj signify the average ratings for 
OLRs i and j, respectively. 

4. Proposed Recommendation Algorithm

As online teaching resources evolve and learner 
participation increases, the diversity of learner 
preferences becomes apparent. Learners often do not 
rate all OLRs, leading to a highly sparse learner-OLR 
rating matrix. For instance, learner Alice might rate 
only one OLR of interest, while learner Bob rated 
multiple OLRs, including those rated by learner 
Alice.  

This scenario poses challenges in accurately 
reflecting learner preferences when obtaining the 
nearest neighbor set. The above discussion merely 
touches on the relationship between learners and 
OLRs. However, a system's information is extensive 
and interrelations are complex.  

Relying solely on numerical content for exploring 
recommendation algorithms lacks persuasiveness, 
resulting in suboptimal recommendations. Therefore, 
this paper proposes improvements to 
recommendation algorithms from various 
perspectives.   

4.1.  Introducing Dynamic Time Weights and Credibility 
for Learner Rating Prediction 

Trust possesses subjective, measurable, weak 
transitive, and time-decaying properties. Its 
definition varies based on perspectives, contexts, and 
social experiences. This paper calculates credibility 
between learners by analyzing the number of rated 
OLRs and rating differences. The proposed enhanced 
CF algorithm integrates learner trustiness and 
similarity, as illustrated in Figure 3. In this model, 
the system takes the learner-OLR rating matrix as 
input and outputs predicted ratings for unknown 
OLRs. The algorithm involves five key steps: trust 
calculation based on an improved Pearson 
coefficient, similarity calculation with time weights, 
credibility value computation, finding the nearest 
neighbor set, and rating prediction.  
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Learner-Rating
Matrix 

Similarity 
Calculation

Credibility Value

Learner-Rating
Matrix 

Trustiness 
Calculation

Nearest Neighbor 
Set

Predicted Ratings

Figure 3. Flowchart of the proposed learner-based CF algorithm 

For learners Alice and Bob, this paper 
articulates trustiness between them using the product 
of the ratio of common-rated OLRs to all OLRs rated 
by learner Alice and the ratio of common-rated OLRs 
to the total OLRs rated by both learner Alice and 
Bobs: 

where Ia and Ib denote the sets of OLRs rated by 
learner Alice and Bob, respectively. The trust 
metric considers not only the proportion of 
common-rated OLRs in learner Alice's set, but 
also the proportion of common-rated OLRs in 
both learners' sets. 

In the calculation of learner similarity, the first 
step involves computing the learner similarity sim(a, 
b) based on the modified Pearson coefficient
(Equation 2). To address the issue of popular OLRs 
not highlighting personalization in original CF 
algorithm, a dynamic time weight for learner Alice's 
rating of OLR i is introduced, as follows:  

where i∈Iab. Let tmin a represent the learner’s first 
rating time for the OLR, and tmax a denote the 
learner’s most recent rating time for the OLR.  
The variable ta signifies the learner’s rating time 
period, specifically tmin a<ta<tmax a. ( )ut iN  indicates 
the number of times OLR i has been rated within ta. 

Next, calculate the temporal weight for each 
OLR based on the frequency of ratings within the 
time period. Finally, incorporate the time weight into 
the similarity calculation. Introducing dynamic time 
weight for learner similarity calculation, as follows: 

Utilizing similarity and trustiness as weights, we 
can obtain the credibility value Creda,b:  

where Creda,b represents the credibility value between 
learner Alice and Bob. sima, b denotes the similarity 
between learner Alice and Bob. τ ( , a b ) 
signifies the trustworthiness between learner Alice 
and Bob. Selecting the top k learners whom learner 
Alice trusts the most, the neighbor set Trusta,k of 
learner Alice is formed. Using the credibility values 
Creda,b from Alice to the learners in the nearest 
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neighbor set as weights, we calculate the predicted 
rating 1 ,( )a ip r  for Alice’s unknown OLR i: 

where ra and rb denote the average ratings given 
by learners Alice and Bob to OLRs, 
respectively. N(i) represents the set of learners who 
have rated OLR i. Trusta,k represents the set of k 
learners most trusted by Alice. rbi is the rating given 
by learner Bob to OLR i. Creda,b indicates the 
credibility value between learners Alice and Bob. 

4.2. Introducing Dynamic Time Weight for OLR 
Similarity Calculation 

Traditional item-based CF calculates similarity 
based on the assumption that learners might be 
interested in OLRs similar to their historical 
preferences. It identifies similar OLRs by analyzing 
learners' historical evaluation data and recommends 
based on the similarity of these OLRs. However, it 
neglects the reliability of learner ratings. Assuming 
learner Alice may casually rate an OLR within a 
certain period due to environmental or time-related 
factors, the score at that time is unreliable and can 
affect similarity calculations. Therefore, we 
introduce wit(a) to represent the dynamic time weight 
of OLR i: 

where a∈Aij. Let tmin i denotes the first time a learner 
rated the OLR i. Let tmax i be the most recent time the 
OLR was rated, and ti represents the time period 
during which the OLR was rated, i.e., tmin i < ti <tmax i . 

( )it aN  indicates the number of OLRs learner Alice 
rated within ti. 

After introducing dynamic time weight for 
OLRs, the calculation of OLR similarity is expressed 
as: 

By calculating OLR similarity, obtain a 
similarity matrix, and perform a descending sort on 
the similarities. Select the top k similar OLRs to form 
a set of similar OLRs, denoted by set M(i). Based on 
the selected set of similar OLRs, the predicted rating 

2 ( )aip r  for learner Alice and OLR i is calculated: 

4.3.  Improved Hybrid CF Algorithm 

Due to the lower recommendation quality 
obtained through rating predictions based on either 
OLR or learner preferences, this paper chooses to 
utilize a hybrid CF based on dynamic time weights: 

Where [0,1]θ Î   is a tuning factor representing 
the dependency on p1 and p2. When 0θ = , the 
algorithm considers only learner information. When 

1θ = , it considers only OLR information. Taking 
intermediate values implies a comprehensive 
consideration of both sources of information. 

4.4.  Cold Start Issue 

In learner’s perspective, CS is the issue of 
recommending suitable OLRs for new learners, 
including newly registered students, newly hired 
teachers, etc. To address learner CS issue, similarity 
between learners can be calculated based on natural 
attributes such as gender, age, grade, title, and 
college/unit. OLRs historically learned by learners 
with high similarity are recommended to the target 
learner. The method involves extracting learner-
related attributes as vector features by using one-hot 
encoding, using 0 and 1 to represent discrete 
attributes like gender, and employing Min-Max 
normalization for continuous attributes within rage 
[0, 1]. For recommending existing OLRs to new 
learners, the proposed RS is applied to predict rating 
information, selecting the TOP-N exiting OLRs for 
recommendation. When recommending new OLRs to 
new learners, firstly obtain the collection of new 
OLRs recommended to old learners, perform 
deduplication, and then provide the list to the new 
learners. 

The simplest way to handle OLR CS issue is to 
randomly showcase new OLRs, but this lacks 
personalization, and there is a high probability that 
the showcased new OLRs are not preferred by 
learners. Using CB (Content-Based) algorithm can 
solve this issue [26]. The specific method involves 
constructing a feature vector for new OLRs, 
extracting user preference feature vectors, calculating 
the similarity between them, and recommending new 
OLRs with high similarity to the target learner. 
Assuming the reader's preference vector is A = (a₁, 
a₂, ..., aₙ), with the corresponding preference weight 
vector A' = (a'₁, a'₂, ..., a'ₙ), where the feature a'ᵢ 
indicates the proportion of the number of OLRs of a 



TEM Journal. Volume 13, Issue 2, pages 1352-1361, ISSN 2217-8309, DOI: 10.18421/TEM132-49, May 2024. 

1358  TEM Journal – Volume 13 / Number 2 / 2024. 

certain type in all types of OLRs, ranging from 0 to 
1. The feature vector of OLRs is I = (i₁, i₂, ..., iₙ),
with features indicating whether the OLR belongs to 
a certain type, where 0 means no and 1 means yes.  

The reader's preference weight is assigned, 
resulting in the weighted OLR vector I': 

Next, the cosine similarity is used to calculate 
the similarity between the learner's preference and 
the OLR: 

Finally, the similarity is sorted to form a TOP-N 
recommendation of new OLRs with higher similarity 
for the learners. 

5. Experiment

 
The experiment is conducted on an Intel(R) 

Core(TM) i5-12400 CPU environment using 
TensorFlow as the backend and Python language for 
compilation. Mean absolute error (MAE) and root 
mean square error (RMSE) are used as evaluation 
metrics. The experiment utilizes the Amazon 5-core 
Book dataset [27], consisting of 239,282 learners, 
170,759 books, 12,278,677 ratings, and a density 
of 0.03%. Despite the large number of learners 
and OLRs, the rating behavior is sparse, indicating 
the dataset's sparsity. To address this, preprocessing 
is applied to ensure each learner and OLR have at 
least 5 rating instances. The experiment extracts 
partial features from these datasets, including 
learner ID, OLR ID, and learner ratings for OLRs 
(1-5 points). For the experiment, 80% of learner 
rating data is used as the training set, while the 
remaining 20% is used as the testing set.      

5.1.  Evaluation Metrics 

MAE calculates the average difference between 
actual and predicted values, indicating the proximity 
of predictions to real values. RMSE is obtained by 
taking the square root of the ratio of the sum of 
squared differences between predicted and actual 
values to the total count [28]. Due to RMSE's 
sensitivity to prediction fluctuations, it effectively 
verifies the stability of different models: 

where âir  and rai represent the predicted and actual 
ratings of user u for item i, respectively.  

N denotes the number of ratings in the test set. 
Lower MAE and RMSE values indicate closer 
alignment between predicted and actual results, 
reflecting higher algorithm precision. 

5.2.  Experimental Results 

Due to the significant impact of the number of 
neighbors on the accuracy of predicted ratings, the 
experiment compared the optimal values of 
parameter θ  within the range [0, 1] at intervals of 
0.2. Parameter θ  in Equation (13) was introduced 
into the proposed CF algorithm to evaluate the 
algorithm's dependence on dynamically weighted 
OLRs and learner factors. The MAE results are 
depicted in Figure 4. It can be observed that when 

0θ = , the MAE value depends on the learner CF 
algorithm. When θ  is between 0 and 1, the 
prediction combines the advantages of learner and 
OLR CF algorithms, effectively enhancing prediction 
accuracy. As θ  increases, the prediction leans 
toward OLR-based aspects, and MAE gradually 
increases, indicating an increase in prediction error. 
When 1θ = , the MAE value depends on the OLR CF 
algorithm. In summary, relying solely on learner or 
OLR CF algorithm at both ends yields lower 
recommendation accuracy. Optimal prediction 
accuracy is achieved when combining the strengths 
of both algorithms at 0.4θ = . 

0.89

0.0 0.2 0.4 0.6 0.8 1.0

M
A

E

0.90
0.91

0.88

0.87
0.86

0.85

0.84
0.83

Figure 4. MAE result under different θ  

To validate the superiority and effectiveness of 
the proposed improved algorithm, ablation study was 
carried out with different module compositions, as 
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shown in Table 1, in which K donates the number of 
neighbors in CF algorithm. In the table, Model 1 
employs only the learner CF algorithm. Model 2 
exclusively utilizes the OLR CF algorithm. Model 3 
employs a mixed algorithm, where θ  is set to 0.4. 
Model 4 incorporates dynamic time weighting on top 
of this. Model 5 additionally introduces the 
calculation of credibility values.  

Model 6 further integrates the CS solution, 
representing the complete proposed model. The 
results indicate that as K increases, the MAE and 
RMSE values gradually decrease. The introduction 

of dynamic time weighting improves prediction 
accuracy, highlighting the positive role of dynamic 
time weighting in model prediction accuracy.  

Additionally, the hybrid algorithm, which 
combines both learner and OLR algorithms, 
outperforms single algorithms that only consider the 
impact of OLRs or learners unilaterally, resulting in 
low prediction accuracy. Overall, the MAE and 
RMSE values of the Model 6 are significantly lower 
than that of other models, indicating that the 
predicted values are closer to the actual values. 

Table 1.  Ablation study 
K = 5 K = 10 K = 15 K = 20 K = 25 K = 30 

Model 1 MAE 1.157 0.998 0.947 0.893 0.888 0.884 

RMSE 1.305 1.292 1.248 1.231 1.176 1.134 

Model 2 MAE 1.207 1.152 1.109 1.077 0.923 0.912 

RMSE 1.388 1.365 1.343 1.319 1.284 1.167 

Model 3 MAE 1.071 0.933 0.894 0.880 0.873 0.875 

RMSE 1.249 1.236 1.231 1.186 1.153 1.157 

Model 4 MAE 0.992 0.925 0.890 0.872 0.867 0.870 

RMSE 1.179 1.182 1.187 1.186 1.147 1.157 

Model 5 MAE 0.874 0.871 0.868 0.864 0.860 0.862 

RMSE 1.149 1.152 1.151 1.150 1.097 1.153 

Model 6 MAE 0.853 0.857 0.854 0.852 0.851 0.853 

RMSE 1.082 1.087 1.085 1.083 1.081 1.083 

 Figure 5 and 6 present performance comparison 
of the proposed method with other recently proposed 
RSs. The methods in [15] and [16] did not consider 
time factors. The approach in [19] did not combine 
the hybrid algorithm with time factors, limiting its 
ability to effectively utilize user and project 
information. The method in [21] used a deep learning 
approach, which may face challenges in the sparse 
data scenario of educational resource 
recommendations, potentially leading to overfitting 
and affecting model performance. The algorithm 
proposed in this paper achieved the best results. This 
is because the proposed method introduces a trust 
model by analyzing user interaction and rating 
behaviors, better reflects the level of user 
endorsement for each other, thereby improving 
recommendation accuracy. The dynamic time 
weighting factor is introduced into hybrid CF 
algorithm, considers not only the similarity between 

learners and OLRs, but also how these similarities 
change over time. This is crucial for capturing 
changes in learner preferences and behaviors, 
especially in online learning environments where 
learners’ interests may evolve over time. By 
integrating credibility value between learners, the 
proposed algorithm comprehensively considers 
relationships between learners rather than solely 
relying on similarity. In addition, CF and CB 
algorithms are merged to address the CS issue. 
Overall, the proposed algorithm's innovation in 
modeling trustiness relationships between learners, 
considering dynamic time weighting, and integrating 
credibility values makes it more accurate in capturing 
changes in learner preferences and behaviors, thereby 
enhancing recommendation performance. 
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Figure 5. MAE results of different algorithms 

Figure 6. RMSE results of different algorithms 

6. Conclusion

To effectively enhance the recommendation 
quality under online teaching environment, and 
address issues in traditional CF algorithms, such as 
the impact of popular OLRs, and an inability to 
identify learner-OLR preferences over time, we 
propose a hybrid CF recommendation algorithm 
based on dynamic time weighting and learner 
credibility. Initially, we analyze learner interaction 
and rating behaviors to build trustiness between 
users. Then learner similarity and trustiness are 
merged to calculate learner credibility values. 
Finally, the ratings of unknown learner OLRs are 
calculated. Subsequently, dynamic time weighting is 
added to both OLR-based and learner-based 
algorithms. The experiments show that in dealing 
with the sparse learner rating data, the hybrid 
credibility calculation significantly improves the 
accuracy of the model's recommendation predictions, 
demonstrating the superiority of the proposed 
algorithm. Considering the dynamic changes in 
learner interests and the evolving trust relationships 
among learners, in the future, we plan to explore 
deep reinforcement learning methods. This entails 
receiving rewards (ratings) from the teaching 
scenarios based on learner-OLR interactions, and 
updating model parameters. 
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