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Abstract – Measuring and classifying the water 
quality is necessary to manage the appropriate water 
quality for various farms near the coast or affected by 
seawater. This research aimed to improve the water 
quality classification model for various farms using 
Multi-Layer Perceptron Neural Network-based multi-
class Support Vector Machine. It also implements the 
Random Forest Feature Importance Selection to 
increase model accuracy. The class reduction technique 
decreases the probability of co-occurrence classes for 
various farms in overlapping water ecosystems. The 
result has shown that the dataset that applied the class 
reduction helped increase the model’s efficiency more 
than the feature selection technique. The models that 
applied the multi-class Support Vector Machine 
classifier are more accurate than the Softmax 
activation function classifier. The findings indicate that 
the model using Multi-Layer Perceptron Neural 
Network-based One-versus-One Support Vector 
Machine combined with the Random Forest Feature 
Importance Selection and the class reduction has the 
highest efficiency and improves the water quality 
classification model in various farms. 
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1. Introduction

Farming in areas close to the sea that depend on 
water as the main factor often has problems with 
water quality. The cause may be the problem of 
dumping waste and releasing wastewater from homes 
and industrial factories into canals or rivers and 
flowing into the sea. It negatively affects water 
quality in a chain to aquaculture in cages, salt fields, 
and crop farms directly. Water quality below the 
optimum threshold will cause farm production rate 
and quality to decrease. For example, some fruit trees 
produce fewer and smaller fruits than before. Further, 
the fruit color will fade, and the taste will deteriorate. 
Worst is the loss of marine life in cages or the death 
of cultivated plants. Improper water quality for salt 
farms, fish farms, and crop farms may be caused by 
acidity-alkalinity, the potential of hydrogen (pH), 
salinity, water temperature (WT), dissolved oxygen 
(DO), or some contaminant presences, such as 
biochemical oxygen demand (BOD), chemical 
oxygen demand (COD), ammonia (NH3), lead (Pb), 
copper (Cu), cadmium (Cd), mercury (Hg), and 
arsenic (As) that are affected to turbidity and 
electrical conductivity (EC). 

Global warming is another factor that causes 
frequent climate change. It results in higher water 
temperatures and ocean acidification [1], [2], leading 
to sea level and salinity changes over time. A 2.0 
degrees Celsius rise will result in water shortages [3], 
leading to a decrease in the amount of water that will 
increase the density of fish farming. In fish cages, 
waste products such as ammonia, nitrate, and carbon 
dioxide accumulate excreted from fish [4]. It also 
affects the growth and physiology of fish [5]. For 
example, the amount of DO in the water decreases, 
causing the fish to use much energy to exchange the 
air and causing the fish to grow slowly [6].  
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Further, weather fluctuations have caused more 
frequent monsoons and floods. Flooding water will 
reduce the salinity [7]. These floods or drainage will 
contain mud or sewage [8], making the fish knock 
out of the water or die [9]. Furthermore, increasing 
atmospheric carbon dioxide is dissolved in seawater. 
It was causing the water to have a much higher 
acidity [10]. Acidity negatively affects the calcium 
balance in the fish [11]. The salinity of the water is 
not balanced with minerals and the fish’s functioning 
system affects the feed conversion ratio (FCR) [12]. 
Furthermore, as seawater infiltrates rivers and canals 
used for agriculture and gardening, it results in an 
elevation of salinity levels. This elevated salinity 
adversely affects horticultural crops, leading to their 
dehydration and a subsequent failure to produce fruit 
[13]. Besides, the monsoon situation and changes in 
rainfall directly affect salt farming, while salinity 
level intensity decreases. 

In Thailand, Samut Songkhram Province is about 
100 kilometers Southwest of Bangkok. It is at the 
mouth of the river and the sea coast. This province is 
influenced by rivers and seas, forming three water 
ecosystems: freshwater, brackish water, and 
saltwater. Saltwater ecosystems are influenced by 
seawater. Freshwater has a salinity of less than 0.5 
parts per thousand (ppt); some systems define a 
salinity as less than 1.0 ppt, brackish water has a 
salinity between 0.5 ppt and 30.0 ppt, while saltwater 
or seawater has a salinity of more than 30.0 ppt [14]. 
Brackish water ecosystems are aquatic environments 
that contain freshwater and seawater that rises from 
the moon’s gravitational pull, which affects the tide 
and ebb levels. It is typically found in areas where 
freshwater sources, such as rivers or streams, meet 
and mix with seawater bodies, such as oceans, seas, 
or estuaries. This mixing of waters creates a unique 
and dynamic habitat with characteristics of both 
freshwater and seawater ecosystems. Freshwater 
ecosystems are derived from seasonal rainfall and 
irrigation systems. These ecosystems cause constant 
water displacement, and the changing water behavior 
of the natural system each month of the year 
contributes to the abundance of biodiversity and 
natural resources. 

Three water ecosystems in Samut Songkhram 
Province can be divided into lower, middle, and 
upper areas. The lower area is a saltwater ecosystem 
extending from the coastline to the inland for about 
three kilometers. This area is adjacent to the Gulf of 
Thailand and therefore is saline. Most of the villagers 
in the area are engaged in salt farming, mackerel 
fishery, shrimp farming, and fish farming. The 
middle area is a brackish water ecosystem. There is 
an area about three kilometers from the lower area. 
This area is supported by saltwater in the dry season. 
Most of the villagers in the area make a living from 

coconut plantations to produce sugar and fresh 
coconut juice. The upper area is a freshwater 
ecosystem. It is an area above the middle area, which 
is in the area of freshwater from the Mae Klong 
River. Villagers in the area are mainly engaged in 
fruit and vegetable gardening. However, farmers or 
villagers in overlapping water ecosystems and 
different farming may experience different positive 
and negative impacts when sharing water resources. 
For example, salt farming requires water with a 
salinity between 27-30 ppt [15], while Asian seabass 
(Lates Calcarifer) fish farms require saltwater with a 
salinity of 20 ppt to help these fish thrive [16], while 
salinity is not necessary for crop farming. 

Nowadays, communication technology and the 
internet have significantly progressed when 
combined with hardware or small electronic devices. 
It can be controlled or managed over a global 
network anywhere over time. This technology is 
known as the Internet of Things (IoT). It allows 
developers or users to program and control devices or 
sensors via an intranet or internet connection. Most 
water quality collections rely on the IoT, which 
consists of probes and sensors that take water quality 
readings and return them to the processor to upload 
the data to a central database server or cloud server. 
This makes collecting various types of water quality 
data possible quickly and automatically. In addition, 
these water quality data must be analyzed using some 
techniques, such as machine learning or neural 
network processes, to provide a model that accurately 
classifies water quality. However, there is a wide 
range of water quality attributes. Some attributes may 
have few effects on the model’s classification or may 
reduce its accuracy performance. Thus, feature 
selection is a guideline for filtering the appropriate 
attributes for further training of the model. 

Therefore, water quality classification is essential 
to farmers. Suppose they have tools or models that 
can help alert or classify water quality accurately. In 
that case, it will help to prevent and reduce or 
alleviate the severity of the impact of water quality 
that is unsuitable for the various farms quickly and 
timely. Most studies on water quality develop models 
using either technique and compare the results. In 
addition, most of these works are only interested in 
water sources within the same context and affect only 
one activity. Besides, research on machine learning 
of water quality prediction is generally lacking for 
different farms with overlapping water ecosystems. 
This research presents a water quality classification 
model for various farms using a combination of 
multi-layer perceptron neural network (MLPNN) and 
multi-class support vector machine (MCSVM) 
methods, including feature selection and class 
reduction in the case of overlapping water sources 
between salt farms, fish farms, and crop farms. 
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This paper is organized as follows. Section 2 
introduces the general concept of machine learning 
and related works based on feature selection in the 
water quality dataset. Next, section 3 describes the 
empirical methodology proposed. Then, section 4 
presents the result. Finally, section 5 concludes and 
findings, respectively. 

 
2. Literature Reviews 

 
The problem of global warming and pollution 

caused by human actions affect the water condition 
making it not suitable for farming. These problems 
resulted in farmers requiring some tools to guide 
water quality prediction for planning their farming 
practices, managing water sources, and maintaining 
the water quality. Most popular methods rely on 
water quality parameters for evaluating water quality 
accurately. Some studies have developed IoT devices 
for collecting and real-time water quality monitoring 
[17], [18], [19]. However, not all parameters or 
features affect the accuracy of water quality 
classification. The optimal feature is critical for the 
model’s classification performance, including feature 
extraction [20] and feature selection [21]. 
Nevertheless, the minimum feature selection has not 
been fixed in Samut Songkhram Province. Most 
studies mainly focus on reducing the number of 
features and observing the model’s accuracy. The 
model will use a shorter processing time with fewer 
features if the precision is constant. Selecting some 
essential features will provide a more accurate 
classification than selecting all [22]. Feature 
selection is an essential process with the aim of 
reducing redundant or unimportant input features that 
can degrade model’s efficiency in machine learning 
[23], [24], [25]. There are three main methods for 
feature selection: filter, wrapper, and embedded. 
Each type of feature selection method has its 
advantages and disadvantages. The choice of method 
depends on factors such as the dataset size, the 
dimensionality of the features, the computational 
resources available, and the specific goals of the 
analysis or machine learning task. Some studies have 
found that embedded methods produce better results 
[26], especially when using Random Forest Feature 
Importance Selection (RFFIS) which was developed 
by applied RF-based feature importance (FI). 

There are several studies on water quality 
classification with machine learning, such as 
Decision Tree (DT) [18], Random Forest (RF) [25], 
Naïve Bayes (NB) [27], K-Nearest Neighbors (KNN) 
[28], Linear Regression (LR) [29], Support Vector 
Machine (SVM) [30], and the neural network [19]. In 
addition, water quality classification models were 
also compared between different machine learning 
models.  

Some research found that the model using Multi-
Layer Perceptron (MLP) has higher accuracy than 
LR, RF, and SVM [29], [31], [32]. Most models use 
only one machine learning classifier and compare the 
performance to get the best model, which includes 
the feature selection method. However, few studies 
have combined two or more machine learning within 
one model for classifying water quality. In particular, 
high-performance MLP models are combined with 
machine learning, such as SVM, to classify water 
quality further. Indeed, this study proposes a method 
to develop a feature-based model and use MLPNN 
combined with MCSVM to classify water quality for 
various farms, including salt farms, fish farms, and 
crop farms. 

 
3. Material and Methods 

 
Improving the water quality classification model 

for various farms in this research consists of five 
main processes: 1) data collection and preprocessing, 
2) feature selection, 3) class reduction, 4) model 
development, and 5) model evaluation. The proposed 
research framework is shown in Figure 1 with the 
following details. 

 
 

Figure 1.  The proposed research framework 
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3.1.  Data Collection and Preprocessing 
 
Water quality data is collected by IoT devices that 

automatically upload data from sensors that measure 
water quality to a database server. These water 
quality parameters include salinity, pH, WT, DO, 
BOD, COD, NH3, Pb, Cu, Cd, Hg, As, EC, turbidity, 
and water flow rate, which are collected in the river 
and canal in Samut Songkhram Province, Thailand, 
between February to May 2023. The collected data 
undergoes a data cleansing process to remove 
incomplete entries such as null or missing values. 
There are 2,015 records after completing the data 
cleansing process. Following, the dataset with water 
quality was assigned classes for the three types of 
farms: crop, fish, and salt farms. Each type of farm 
contains three classes indicating water quality 
severity level: normal, caution, and critical. There are 
nine classes (C1 to S3) a labeled for the dataset, as 
shown in Table 1. 

 
Table 1.  The water quality class label for various farms 

 

Severity Crop farm Fish farm Salt farm 
Normal C1 F1 S1 
Caution C2 F2 S2 
Critical C3 F3 S3 

 
3.2.  Feature Selection 

 
Sometimes a dataset with many attributes or 

features can affect the learning efficiency of the 
model. The dataset in this work will be processed 
with feature selection to find the attributes or features 
that significantly affect the model for use in learning 
the model. The RFFIS was applied in this work based 
on the RF and FI techniques as follows. 
 
3.2.1.  Train the Random Forest Model 

 
The RF is an ensemble learning approach that uses 

several decision trees (DT) and votes the result from 
each tree by applying bootstrap sampling, as shown 
in Figure 2. 

 
Figure 2.  The Random Forest with bootstrap aggregating 

structure 

The dataset was divided into 80% for the training 
set and 20% for the test set, with the random state 
being 42. The bootstrap re-sampling process was 
applied to randomize the sampling of the training 
subset from the dataset. The structure of the RF 
model was designed based on the bagging ensemble 
parallel processing (bootstrap sampling and 
aggregation). The number of estimators was set to 
100 decision trees, and the maximum deep of each 
decision tree was set to 10. The final prediction for 
the input data point is determined by a majority vote 
among all the decision trees that vote for a class 
label. The class label that receives the most votes 
becomes the ensemble's prediction of the RF model. 
However, the RF model regression was applied to 
measure the impurity variance for feature selection in 
this research using the Mean Absolute Error (MAE), 
as in (1) [26]. 

 
1

1 ˆ
n

i i
i

MAE y y
n =

= −∑  (1) 

where n is the number of output data, yi is observed 
of an instance i-th, and ˆiy  is the mean value of the 
observed instances. 

3.2.2.  Feature Importance Calculation 

The feature importance was calculated by 
comparing Gini importance (Mean Decrease 
Impurity) and permutation importance (Mean 
Decrease Accuracy) which range between 0 and 1. 
The mean and standard deviation (SD) were 
computed in each sub-decision tree for the mean 
decrease. For Gini importance, the features for 
internal nodes were selected with Gini impurity on an 
average gain of the Mean Decrease Impurity (MDI). 
The Gini index can be calculated in (2) [33] for two 
classes and (3) [34] for multi-class, respectively. 

 

 1 1 2 2 (1 ) (1 )Gini index p p p p= − + −  (2) 
 

where p1 is the probability of class one and p1 is the 
probability of class two. 

 2

1
 ( )

C

i
i

Gini index p
=

=∑  (3) 

where C is the total class number and pi is the 
probability belonging to i-th class. 

The Gini impurity can be formulated in (4) [34, 
35]. 

 2

1
 1 ( )

C

i
i

Gini impurity p
=

= −∑  (4) 

The Mean Decrease Accuracy (MDA) in impurity 
for permutation importance was calculated based on 
the permuted out-of-bag (OOB) within each tree with 
high cardinality features.  
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The permutation feature importance (PFI) with 
Monte Carlo for the feature vector xj can be formulae 
in (5), (6), and (7) [35] 

 
( ) ( ) ( )( , ( ))i i iL L y f x=  (5) 

 ( ) ( ) ( ) ( )( , ( , ))i i i i
m j jL L y f x x−=   (6) 

 
( ) ( )

1 1

1 1 ( )
n M

i i
j m

i m
PFI L L

n M= =

 = − 
 

∑ ∑   (7) 

where n is the number of samples, j is the random 
feature, ( )iL  is the loss of prediction on the instance i-
th, ( )i

mL  is the loss of prediction of instance m-th 
sample on instance i-th, and M is the number of times 
for estimation. 

Each decision tree’s feature importance was 
calculated and then ranked for the features based on 
binary node importance (NI), as in (8) and (9). The 
feature importance of the RF was calculated in (10). 
In the final step, features that are of high importance 
are selected. 

 
left left right right
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where NIj is the importance of node j-th, wj is the 
weighted sampling on node j-th, Ij is the impurity on 
node j-th (left and right node), i is feature i-th, n is 
the total number of nodes, f is the total number of 
features, and T is the total number of trees. 
 
3.3.  Class Reduction 

 
The class reduction (CR) presented in this work is 

a solution to the problem of an excessive number of 
classes, but a grouping of classes can be achieved. 
Initially, nine classes were defined: C1, C2, C3, F1, 
F2, F3, S1, S2, and S3 as shown in Table 1. 
However, there are some cases where the quality of 
the water is suitable for various farms at the same 
time. Alternatively, in some cases, the same water 
quality may be suitable for one farm but not for 
another. For example, the water quality suitable for 
crop farming is classified as class C1 (normal level); 
conversely, it is classified as class F2 (caution level) 
for fish farming. It may be possible for any water 
quality to be classified into three different classes 
based on farming activities under the same model. 

 
 

3.3.1.  Binary Concatenation 

Considering the maximum number of classes per 
farm, there are four levels of possibilities: normal, 
caution, critical, and unclassified (null). The 
probability can be represented as two bits in Table 2 
for various farms. 

Table 2.  The probability of class labeled for various farms 
 

Farm Input 1 Input 2 Class 

Crop 

0 0 null 
0 1 C1 
1 0 C2 
1 1 C3 

Fish 

0 0 null 
0 1 F1 
1 0 F2 
1 1 F3 

Salt 

0 0 null 
0 1 S1 
1 0 S2 
1 1 S3 

 
When considering the probability of class 

occurring within the water quality of the same 
sample, it is 2N, where N refers to the number of 
farm types. The total class output probability for the 
three farms was 64 when concatenating the binary 
input of the three farm types, as shown in Figure 3. 
However, the probabilities occurring in this research 
are only 63 values because they must have at least 
one result class and are not null for all farms (see 
‘not define’ a class in Figure 3). 

 
 

Figure 3.  An example of class output probability for  
three types of farms 
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3.3.2.  Adding Feature by Class Grouping 

According to Figure 3, with an increase in the N 
number of farm types, class probabilities increase to 
exponential 2N. These will significantly deteriorate 
the model’s performance as many classes increase. 
The approach to reducing the number of classes in 
this research is to group the classes by farm types and 
break them into a feature. Therefore, a feature ‘farm 
type’ was added to the dataset. This farm type feature 
has values including ‘C,’ ‘F,’ and ‘S’ for the crop, 
fish, and salt farms, respectively. Then the number 
probability of class output was decreased to N2, as 
same as the number of classes defined, as in Table 1. 
After adding a type of farm feature to the dataset, the 
data will be multiplied by N types of farms. The final 
dataset will contain 6,315 records (2,105 records × 3 
farm types). 

 
3.4.  Model Development 

 
The water quality classification model developed 

in this work consists of two parts: multi-layer 
perceptron neural network-based modeling and 
multi-class support vector machine classifying. 
However, there are three processes of the model 
development as follows. 

3.4.1.  One-Hot Encoding 

The dataset that has undergone the feature 
selection process with RFFIS is then used to develop 
a water quality classification model. However, the 
attribute ‘farm type’ is the qualitative data that 
cannot be directly processed in the neural network. A 
one-hot encoding method will convert this feature to 
binarization. This feature will be converted into three 
attributes according to the category in the feature 
data (‘C,’ ‘F,’ and ‘S’), as shown in Figure 4. 

 

 
Figure 4.  The one-hot encoding for qualitative data 

3.4.2.   Multi-Layer Perceptron Neural Network-Based 
Modeling 

The Multi-Layer Perceptron model generally 
consists of an input, hidden, and output layer. As for 
hidden layers, there can be more than one layer 
within a single MLPNN model. Adding more hidden 
layers increases the capacity of the network to learn 
intricate relationships and patterns in the data. 
Deeper networks can model highly nonlinear and 
hierarchical representations, enabling them to capture 
more complex functions. In addition, more neurons 
or units for each hidden layer allow for finer feature 
extraction. The MLPNN model in this research 
consists of eight layers, including an input layer, five 
hidden layers, one dropout layer, and one output 
layer. 

Let f be the number of input features (eight 
features, after feature selection and one-hot encoding 
processes), and c be the total number of classes (nine 
classes). Each hidden layer has a number of neurons 
that were calculated in (11), (12), and (13). 
 1 2 2 ( )N N f c= = × +  (11) 

 3 4N N f c= = +  (12) 

 5
2
3

N f c = +  
 (13) 

where N1, N2, N3, N4, and N5 are the number of 
neurons in the first to the fifth hidden layer, 
respectively. 

In the Rectified Linear Unit (ReLU), the activation 
function was set to each neuron in the hidden layer. 
In addition, each neuron calculates the summation of 
the weights obtained from each input, as in (14) [36] 
and illustrated in Figure 5. 

 
1

( )
n

i i
i

y f w x b
=

= +∑  (14) 

where n is the number of inputs, wi is the weight, xi 
is the input, b is the bias, and f is the activation 
function. 

 
Figure 5.  The proposed deep neural network framework 

The MLPNN-based model sets the parameters for 
each layer, as shown in Table 3. 
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Table 3.  The parameter for MLPNN-based model’s layers 
 

Layer 
No. of  
input 

/neurons 

Activation 
Function/ 
Classifier 

No. of 
trainable 

parameters 

Input 8 - 0 
1st Hidden 34 ReLU 306 
2nd Hidden 34 ReLU 1190 
3rd Hidden 17 ReLU 595 
4th Hidden 17 ReLU 306 
5th Hidden 15 ReLU 270 

Dropout (0.5) - - 0 

Output 9 
Softmax, 

OvO SVM,  
OvA SVM 

144 

 
Some hyperparameters were defined for the 

MLPNN-based model: batch size = 100, epoch = 
500, and Adam learning rate = 0.001. 

3.4.3.   Multi-Class Support Vector Machine 
Classifying 

Usually, most studies define a classifier with the 
Softmax activation function for the output layer in a 
neural network. However, the MCSVM was applied 
to the output layer of the MLPNN-based model in 
this work. There are two popular MCSVM 
approaches: One-versus-One (OvO) and One-versus-
All (OvA), which are based on a binary SVM 
classifier that finds the decision hyperplane in (15) 
[37]. 

 0Tw x b+ =  (15) 
where wT is the decision vector in training dataset T, 
x is the input data point, and b is the displacement 
term. 

Assume N is the total number of classes. The 
model will be trained 0.5×N×(N-1) binary classifiers 
for OvO SVM, while the OvA SVM involves 
training only N binary classifiers. This work applied 
OvO SVM and OvA SVM as classifiers and 
compared the model’s efficiency between OvO 
SVM, OvA SVM, and Softmax activation function. 
Nevertheless, twelve models were developed with 
and without feature selection (FS) and class 
reduction (CR) to improve the water quality 
classification model. The dataset has fifteen features 
in this work. If it is processed using RFFIS, it will 
leave five features. In the case of processing with the 
class reduction approach, three additional features 
are obtained using one-hot encoding. All developed 
models were defined in Table 4. 

 

Table 4.  The developed MLPNN-based model 
 

Model name Classifier Feature 
selection 

Class 
reduction 

No. of 
Input 

No. of 
Classes 

Softmax 

Softmax 

No No 15 63 
Softmax+cr No Yes 18 9 
Softmax+fs Yes No 5 63 
Softmax+fs+cr Yes Yes 8 9 
OvO SVM 

OvO 
SVM 

No No 15 63 
OvO SVM+cr No Yes 18 9 
OvO SVM+fs Yes No 5 63 
OvO 
SVM+fs+cr Yes Yes 8 9 

OvA SVM 

OvA 
SVM 

No No 15 63 
OvA SVM+cr No Yes 18 9 
OvA SVM+fs Yes No 5 63 
OvA 
SVM+fs+cr Yes Yes 8 9 

 
3.5.  Model Evaluation 

 
Twelve MLPNN-based models were evaluated for 

performance in the training and validation process 
with accuracy (Acc), precision (Prec), sensitivity 
(Sens), F1-score, and MAE. These efficiencies were 
formulated from (16) to (19) [38], [39], [40]. 

 
TP TNAccuracy

TP TN FP FN
+

=
+ + +  (16) 

 
TPPrecision

TP FP
=

+
 (17) 

 
TPSensitivity

TP FN
=

+  (18) 

 
2- Precision SensitivityF1 score

Precision Sensitivity
× ×

=
+  (19) 

Where TP is the number of positive instances that 
were correctly classified as positive, TN is the 
number of negative instances that were correctly 
classified as negative, FP is the number of negative 
instances that were mistakenly classified as positive, 
and FN is the number of positive instances that were 
mistakenly classified as negative. 

During the training process, the categorical cross-
entropy loss was used to evaluate the model’s 
efficiency for multi-class in neural networks, which 
is formulated in (20) [40]. 

 
1 1

1-  log( ( , ))
K M

k
m m

k m
Cross entropy Loss y h x k

M θ
= =

= − ∑∑  (20) 

where M is the number of instances, K is the number 
of classes, k

my  is the target label for instance m-th 
corresponding to class k-th, hθ is the model with 
weights θ, and xm is the input of instance m-th. 
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4. Results 
 
The results of improving the water quality 

classification model for various farms are as follows: 
 

4.1.  The Result of Feature Selection 
 
The fifteen features, including WT, pH, DO, EC, 

salinity, BOD, COD, turbidity, NH3, Pb, Cu, Cd, Hg, 
As, and flow rate, were processed by applying the 
RFFIS between Gini importance (or MDI) and 
permutation importance (or MDA) techniques. The 
results showed that both techniques yielded 
consistent feature selection results, with the top five 
feature importance being DO, salinity, pH, EC, and 
WT, respectively. These five features were selected 

as the MLPNN-based model's input features. In 
addition, the feature importance values for the top 
five features with the MDA method are higher than 
the MDI method. For example, the feature ‘DO’ has 
the highest mean importance values of 0.2140467 
and 0.1767013 for MDA and MDI, respectively. On 
the contrary, the remaining features of MDA are 
gradually approaching zero importance which is 
closer to the zero than the MDI method. This makes 
the decision to remove features that are least relevant 
for the prediction easier. The mean and standard 
deviation values of importance for both methods 
using RFFIS are shown in Table 5. The feature 
importance values of MDI and MDA can be 
compared, as shown in Figure 6. 

Table 5.  The result of feature selection using RFFIS 
 

Feature Mean Decrease Impurity Mean Decrease Accuracy 
Mean SD Mean SD 

DO 0.1767013 0.0148484 0.2140467 0.0158851 
Salinity 0.1538556 0.0165725 0.1922613 0.0148018 
pH 0.1435543 0.0158851 0.1765074 0.0148484 
EC 0.1299867 0.0136656 0.1645689 0.0165725 
WT 0.1119544 0.0148018 0.1502005 0.0136656 
NH3 0.0420619 0.0079484 0.0202241 0.0086382 
Turbidity 0.0409287 0.0094288 0.0199232 0.0077280 
BOD 0.0296924 0.0086454 0.0153705 0.0079484 
COD 0.0296208 0.0088548 0.0153612 0.0081829 
Pb 0.0259028 0.0086382 0.0103348 0.0091971 
Cd 0.0258209 0.0091971 0.0088101 0.0079658 
Cu 0.0240247 0.0081829 0.0064959 0.0088548 
Hg 0.0236274 0.0079658 0.0025531 0.0094288 
As 0.0216871 0.0076391 0.0020926 0.0086454 
Flow rate 0.0205805 0.0077280 0.0012491 0.0076391 

 

 
 

Figure 6.  The comparison of feature importance between MDI and MDA 
 

4.2.   The Efficiency Result of the Model Evaluation 
 
All developed models were evaluated for 

performance during the training and validation  

 
 
 
processes. The results of the model efficiency 
evaluation are shown in Table 6. 
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Table 6.  The efficiency results of the models 
 

Model Acc Prec Sens F1-score MAE 
OvA SVM+fs+cr 93.73 92.42 95.97 95.30 0.07033 
OvO SVM+fs+cr 93.46 92.52 95.36 94.88 0.07345 
Softmax+fs+cr 93.32 92.61 94.99 94.63 0.07512 
OvA SVM+cr 92.51 92.69 93.38 93.47 0.08444 
OvO SVM+cr 92.38 92.74 93.10 93.28 0.08591 
Softmax+cr 92.21 92.79 92.73 93.02 0.08793 
OvO SVM+fs 91.80 92.40 92.35 92.65 0.09257 
OvA SVM+fs 91.67 92.34 92.18 92.51 0.09402 
Softmax+fs 91.56 92.47 91.85 92.30 0.09533 
OvO SVM 90.72 92.23 90.51 91.26 0.10494 
OvA SVM 90.64 92.28 90.32 91.13 0.10586 
Softmax 90.45 92.15 90.08 90.92 0.10802 

 
According to Table 6, the developed MLPNN-

based OvA SVM using feature selection and class 
reduction (OvA SVM+fs+cr) has the highest 
efficiency compared to other models in this work. 
The efficiency values of this model are accuracy of 
93.73%, precision of 92.42%, sensitivity of 95.97%, 
F1-score of 95.30%, and MAE of 0.07033. The next 
five most efficient models were OvO SVM+fs+cr, 
Softmax+fs+cr, OvA SVM+cr, OvA SVM+cr, and 
Softmax+cr, with an accuracy of 93.46%. , 93.32%, 
92.51%, 92.38%, and 92.21% respectively. Further, 
the MLPNN-based model applied the Softmax 
activation has an efficiency less than the OvA SVM 
and OvO SVM classifiers. 

In addition, it was found that the MLPNN-based 
models that applied both feature selection and class 
reduction techniques had an efficiency higher than 
the model that applied the feature selection or did not 

apply both these techniques. For example, the OvA 
SVM+cr model has an accuracy of 92.51%, greater 
than the OvA SVM+fs model, whose accuracy was 
91.67%. 

Furthermore, all models were assessed for loss 
while training the models, with the results shown in 
Table 7. It was found that the order of model 
performance in Table 7 was consistent with the 
results in Table 6. The most efficient model is OvA 
SVM+fs+cr, with a validation accuracy of 89.14%, a 
training loss of 0.06942, and a validation loss of 
0.25172. The validation accuracy of this model is 
less than the training accuracy, around 4.59%. The 
comparison of training and validation related to an 
iteration of training (500 epochs) for the MLPNN-
based OvA SVM+fs+cr model is illustrated in Figure 
7 and Figure 8. 

Table 7.  The training and validation loss of the models 
 

Model Accuracy Loss 
Training Validation Training Validation 

OvA SVM+fs+cr 93.73 89.14 0.06942 0.25172 
OvO SVM+fs+cr 93.46 88.81 0.07240 0.28749 
Softmax+fs+cr 93.32 88.25 0.07398 0.33773 
OvA SVM+cr 92.51 87.72 0.08292 0.45331 
OvO SVM+cr 92.38 87.30 0.08432 0.48554 

Softmax+cr 92.21 87.16 0.08625 0.51064 
OvO SVM+fs 91.80 86.75 0.09080 0.72164 
OvA SVM+fs 91.67 87.11 0.09221 0.64639 
Softmax+fs 91.56 86.43 0.09343 0.76136 
OvO SVM 90.72 86.22 0.10272 0.97402 
OvA SVM 90.64 86.13 0.10360 0.87897 

Softmax 90.45 85.07 0.10570 1.32755 
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Figure 7.  The training and validation accuracy of the 
OvA SVM+fs+cr model 

Figure 8.  The training and validation loss of the OvA 
SVM+fs+cr model 

5. Conclusion and Discussion

Water is essential to the livelihoods of farmers and 
villagers, including use in various farming processes 
from the past to the present. In particular, areas near 
or adjacent to the coast will always be affected by 
seawater. It has resulted in seawater salinity 
infiltrating various farming areas, including crop 
farms, fish farms, and salt farms. Further, the water 
quality parameters such as dissolved oxygen, pH, 
electrical conductivity, and water temperature affect 
these farms. Especially, areas with overlapping water 
ecosystems make it difficult to distinguish the 
appropriate water quality for various farms and use 
water resources within the same source. Therefore, 
this research aims to develop and improve the 
efficiency of water quality classification models for 
various farms using feature-based MLPNN and 
multi-class SVM. The MLPNN-based model 
architecture includes an input layer, five hidden 
layers, one dropout layer, and an output layer. The 
results showed that the processed dataset using 
RFFIS gave better model performance than the 
dataset that did not use this technique. With the Gini 
importance and permutation importance methods, it 
is found that DO is the feature that has the most 
significant relationship to the result class.  

It aligns with Suwadi’s work [42]. The following 
features are salinity, pH, EC, and WT. Further, the 
proposed class reduction for classes that can be 
grouped can significantly improve the model’s 
efficiency by adding attributes from those grouped 
classes and reducing the number of co-occurring 
classes from an instance. Considering the distinction 
between the Softmax activation function, OvO SVM, 
and OvA SVM, it was found that using OvO SVM 
and OvA SVM, which are multi-class SVM, provides 
a higher model’s efficiencies than the Softmax 
activation function defined within the output layer of 
MLPNN-based model which is the baseline for 
comparison. Moreover, MLPNN-based models using 
the OvO SVM classifier have higher model 
performance than the OvA SVM classifier in cases 
where the model does not use class reduction 
techniques. This is because the OvO SVM classifier 
performs better when using smaller datasets, such as 
the iris and wine datasets, according to López and 
Maldonado [43]. However, with a larger dataset, 
OvO SVM tends to become less efficient due to the 
increased training time of multiple classifiers. 
Overall, the findings indicate that a model developed 
with a Multi-Layer Perceptron Neural Network 
combined with a One-versus-All Support Vector 
Machine using datasets processed by Random Forest 
Feature Importance Selection and class reduction 
techniques can classify water quality with an 
accuracy of 93.73%.  

We studied previous research studies that have 
focused on models developed from one classifier for 
machine learning modeling and then compared the 
efficiency of those models.  For the best way to 
optimize the water quality prediction model, this 
work combines the neural network with the SVM to 
aid in water quality classification in the final step of 
the model. The improved model can be used for 
classifying water quality for crop, fish, and salt farms 
with different water quality requirements in an area 
that overlaps the water ecosystem and is affected by 
seawater. Although the model uses an artificial 
neural network with five hidden layers which adds 
the ability to capture patterns during the feature 
extraction step, due to the increased number of 
parameters and computations involved, deeper 
networks generally require more computational 
resources to train and evaluate. Hardware and 
parallel computing advancements have made training 
deep MLPNN more feasible. Several parameters 
could be improved for future work, such as hidden 
layer architectures, learning rate, batch size, and 
number of dropout layers and their rate. This 
experiment applied a dropout rate of 0.5 which is 
suitable and improves the model’s accuracy. 

For future work, the hyperparameters could fine-
tune and optimize the suitable values for the neural 
network model.  
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Besides, the feature extraction output from the last 
hidden layer could be transferred learning to other 
models for improving the efficiency of water quality 
classification. The next model could use the Long 
Short-Term Memory (LSTM) to predict the real-time 
water quality and upcoming. In addition, the 
collection area of water quality sampling should be 
expanded, and the model must cover a wide range of 
farm types. The newly developed model will be used 
to create a mobile application for villagers, farmers, 
and related officials to be notified of the water 
quality in the current situation in advance to take 
corrective actions and manage the water quality 
appropriately. 
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